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Abstract

Voltage stability is a major concern when planning and operating electrical power systems. As demand for electric power increases, power systems are stressed more and more. The FACTS family of components were introduced to utilize the existing grid to a higher degree, while still maintaining system stability.

This thesis investigates if the addition of another SVC to the Swedish national grid could increase the power transfer from north to south. Placement of the SVC was based on two different indices used to indicate weak areas of the grid; the $Q-V$ sensitivity index and the $VCPI$ index.

Simulations were performed with both the added SVC and regular switched shunt compensation and the results were compared against each other. Studies were also performed to investigate the effect of an SVC installed at the grid connection of a large (1000 MW) wind farm. Simulations were performed where the wind farm was modeled by either doubly fed induction generators (DFIG) or single cage induction generators.

This simulation study was performed using PSS$^{TM}$E, based on a detailed model of the Nordic power system as it existed in 2007.

The studies showed that adding a ±200 MVar SVC to the Swedish national grid could increase the power transfer by 150 MW, where an equally rated switched shunt capacitor/reactor would result in a 100 MW increase. In these studies, the transfer capacity was limited by voltage collapse situations.

However, installing the same ±200 MVar SVC at the connection of a large wind farm showed an increase in power transfer by 1000 MW, while the switched shunt compensation only resulted in a 500 MW increase. In the simulations that showed the greatest increase in transfer capacity, the added wind farm was modeled by single-cage induction generators. In this case the transfer capacity was limited by transient stability problems.
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Chapter 1

Introduction

Presenting a master thesis at the Royal Institute of Technology in Stockholm. The work has been performed at the Swedish transmission system operator, Svenska Kraftnät, in Sundbyberg, Sweden.

1.1 Background

Voltage stability is a major concern when planning and operating a modern power system. The last decade has seen a number of widespread blackouts in large power systems. Examples in recent times are [1–6]:

- The blackout in southern Sweden and eastern Denmark in September, 2003.
- The blackout in U.S. and Canada in August 2003.
- The blackout in Italy in September 2003.
- The blackout in Brazil and Paraguay 2009.
- The India blackout in July 2012.

These occurrences indicate that the subject of power system collapse still needs further investigation. One cause of system failure is voltage collapse, which will be studied throughout this thesis. The increasing power demand of the modern world contributes to the increased stress on the power system. Previously, the stress has been eased by adding more generation facilities to the grid and by building additional transmission lines.

Today it is much harder to acquire new rights of way to build new transmission lines in order to strengthen the grid. This calls for fresh approaches on how to utilise the existing grid more efficiently and to operate it closer to its thermal limit.

The introduction of the FACTS concept and components have led to new ways of increasing the stability limit of the existing power system. This is achieved by adding modern controllable components to the grid. An example of such a device is the SVC, which is the focus of this thesis.

Modern power systems are very complex, comprising thousands of generators, transmission lines and transformers. Here, we will concentrate on the Swedish national grid, which is part of the Nordic transmission network, which is shown in figure 1.1.

The aim of this work is to present the concept of voltage stability and to discuss how an SVC can affect the stability limits of the system based on its placement in the grid.
The Swedish grid comprises 400 and 220 kV lines, switchyards, and transformer stations and foreign links for alternating (AC) and direct current (DC).

**Figure 1.1:** Overview of the Nordic power system.
1.2 Literature review

The concept of voltage stability has been thoroughly examined in various books and other publications the last few decades [7–10]. A wide range of analysis methods have been presented in order to investigate the conditions when a power system enters a state of unstable operation. Some of these methods include, e.g. $P-V$ and $Q-V$ curves and other methods based on eigenvalue analysis.

Reactive power compensation strategies have been developed in order to counteract power system instabilities [7,8,11]. Previously, these compensation strategies have been based on installing synchronous compensators, switched shunt compensation and series compensation.

The FACTS concept has introduced a number of new approaches and techniques to address power system stability [12]. One of the earliest components from the FACTS family is the SVC, introduced in the 1970s [13]. The SVC can be used in power systems to improve voltage control [14–16], improve transient stability [17], increase transmission capacity [18] and to improve power system damping [19].

Previous work has shown that the SVC should be placed at the weakest bus of the system to maximize its effect [20]. The weak buses can be identified by eigenvalue based modal analysis [21] or by using sensitivity analysis [22–24].

This work compares SVC placement based on $Q-V$ sensitivity and the Voltage Collapse Proximity Indicator, $VCPI$ [20,25]. The two placement strategies are evaluated based on how the transmission capacity of a certain grid interface is improved.

The study is performed using a detailed model of the Nordic power system.

1.3 Thesis objectives

This thesis strives to answer the following questions:

- How should an SVC be placed in the grid to maximize its performance?
- Could the addition of SVCs improve the voltage stability margins of the Swedish national grid?
- Could the addition of SVCs increase power transfer capacity at a certain grid interface?
- What would be the socioeconomic impact of an increased power transfer capability?

1.4 Limitations

To narrow the scope of the thesis some limitations must be considered. The limitations of this work are as follows:

- All the simulations are performed using only the standard toolboxes in PSS$^\text{TM}$ E 31.0.1. This means that it is not possible to perform eigenvalue analysis of the power system or optimal power flow analysis.
- Dynamic simulations are only based on existing SVC models.
1.5 Outline of this work

Chapter 1 introduces the work carried out in this thesis and lists its objectives and limitations.

Chapter 2 focuses on the concept of voltage stability.

Chapter 3 describes the operation of the SVC and how it could be used to increase grid stability.

Chapter 4 presents a simulation case study where additional compensation devices are installed in the Swedish grid such that their impact on grid performance may be examined. The simulation study have been performed using PSS\textsuperscript{TM}E.

Chapter 5 presents the conclusion and suggests future work within the studied area.
Chapter 2

Voltage stability

To ensure reliable operation, a power system has to be designed to withstand a large number of different disturbances. This is achieved by designing and operating the power system such that the most probable contingencies will not cause any loss of load, i.e. except at the direct connection to the equipment affected by the fault. It is especially important for the power system to be able to cope with the most severe contingencies without risking an uncontrolled spread of power interruptions (blackouts).

TSOs have a set of technical requirements which must be fulfilled throughout the entire power system. They apply from generation, via the transmission and distribution grids all the way to the connected loads (customers). One example of these requirements is limits on voltage level that applies to the terminals of all equipment in the system. The voltages have to be kept within an “acceptable limit” to protect both utility and customer equipment.

Keeping the voltages within predefined intervals is challenging by the fact that most power systems are quite complex. Loads connected to the system will vary over time, therefore the reactive power demand of the system will also vary. This will again lead to a variation of the voltage level as reactive power and voltage are closely coupled. Faults, disconnections and other contingencies also affect the demand of reactive power and voltage level in the system. It is crucial to keep a close eye on how the voltage level is varying throughout the power system and to make sure it is kept within the required limits. The goal is to have a power system that is “voltage stable”.

Voltage stability is defined as the ability of a power system to maintain steady state voltages at all buses in the system after being subjected to a disturbance from a given initial operating condition [9].

A power system would thus be characterized as unstable if a disturbance led to an uncontrollable drop in voltage. This unstable event is termed as a “voltage collapse” or “voltage instability”. The main cause of instability is the power system’s lacking ability to meet the demand for reactive power [26]. Hence, problems with voltage instability most often occurs in heavily stressed power systems [8].

The aim of this chapter is to describe the concept of voltage stability in a power system and to present some analysis methods to investigate the system. This is done to give an insight into how the voltage stability margin of a power system can be extended.
2.1 Theoretical review

Throughout this thesis the term “load” is regarded as a portion of the system that is not explicitly represented in a system model. Rather, it is treated as if it was a single power-consuming device connected to a bus in the system model. Using this representation, the load will include, apart from the load itself, components like distribution transformers and feeders [27]. It makes sense to use this lumped model approach as we focus our studies on the Swedish national grid, i.e. the high voltage transmission system. Aggregating connected households together with the distribution grids and substations makes it possible to have a power system model with a reasonable level of complexity.

This section presents some basic theory regarding three phase power systems. It will explain the subject of power transfer and how it could be possible to increase the power transfer capacity of a transmission line. This theory is explained using a set of simple examples. These examples show the basic principles and they will form the basis for this thesis.

2.1.1 Power flow on a short transmission line

This section provides a simple example of how we can derive the power flow across a transmission line. We use a simple model to represent the transmission line as just an impedance connected between the sending and receiving buses. This approximation is considered valid for lines shorter than about 80 km [8].

\[
\begin{align*}
\vec{V}_s &= V_s \angle \theta_s \\
\vec{V}_r &= V_r \angle \theta_r \\
\vec{Z} &= R + jX \\
\bar{S}_s &= P_s + jQ_s \\
\bar{S}_r &= P_r + jQ_r \\
\end{align*}
\]

**Figure 2.1:** One line diagram representing a short transmission line.

We base this derivation on the simple system shown in figure 2.1. The sending end is represented by the bus voltage \( \vec{V}_s \) and the receiving end by \( \vec{V}_r \). The two buses are connected via a line, represented by the impedance \( \vec{Z} \). We can now describe the apparent power injected to the line as

\[
\bar{S}_s = \bar{V}_s \bar{I} = \bar{V}_s \left( \frac{\vec{V}_s^* - \vec{V}_r^*}{Z^*} \right) = \frac{\bar{V}_s^2}{Z^*} - \frac{\bar{V}_s \bar{V}_r^*}{Z^*} = \frac{\bar{V}_s^2}{Z^*} - \left( \frac{\bar{V}_s || \bar{V}_r||}{R - jX} \right) e^{j(\theta_s - \theta_r)}
\]

which can be rewritten as

\[
\bar{S}_s = \frac{\bar{V}_s^2}{Z^2} R + jX - \left( \frac{\bar{V}_s || \bar{V}_r||}{Z^2} \right) (R + jX) (\cos(\theta_s - \theta_r) + j \sin(\theta_s - \theta_r))
\]

where \( Z \) is the absolute value of the impedance \( R + jX \). Splitting (2.2) into its real and imaginary parts gives us the expressions for the active and reactive powers injected to the line:

\[
P_s = \frac{V_s^2}{Z^2} R - \frac{V_s V_r}{Z^2} (R \cos(\theta_s - \theta_r) - X \sin(\theta_s - \theta_r))
\]

\[
Q_s = \frac{V_s^2}{Z^2} X - \frac{V_s V_r}{Z^2} (R \sin(\theta_s - \theta_r) + X \cos(\theta_s - \theta_r))
\]
Correspondingly, the active and reactive powers fed to the receiving end become:

\[
P_r = -\frac{V_r^2}{Z^2}R + \frac{V_s V_r}{Z^2} (R \cos(\theta_s - \theta_r) + X \sin(\theta_s - \theta_r)) \quad (2.5)
\]

\[
Q_r = -\frac{V_r^2}{Z^2}X - \frac{V_s V_r}{Z^2} (R \sin(\theta_s - \theta_r) - X \cos(\theta_s - \theta_r)) \quad (2.6)
\]

In high voltage overhead lines, the reactance is usually the dominating part, i.e. \( R \ll X \). Neglecting the resistance gives us this approximation of the active power flow equations (2.3) and (2.5):

\[
P_s \approx P_r \approx \frac{V_s V_r}{X} \sin(\theta_s - \theta_r) \quad (2.7)
\]

Hence, the direction of the active power flow is determined by the phase angles \( \theta_s \) and \( \theta_r \). In almost every case the active power flows "toward the lower angle".

If we now assume that the voltages at the sending and receiving buses are almost in phase (\( \theta_s - \theta_r \approx 0^\circ, \cos(\theta_s - \theta_r) \approx 1 \)). If we also neglect the resistance in (2.4) and (2.6), we can approximate the reactive power flow equations as:

\[
Q_s = \frac{V_s (V_s - V_r)}{X} \quad (2.8)
\]

\[
Q_r = \frac{V_r (V_s - V_r)}{X} \quad (2.9)
\]

Based on the approximations (2.8) and (2.9) it becomes clear that reactive power flow is mainly dependent on voltage magnitudes. The power flows from the highest voltage to the lowest voltage [7]. Two useful rules of thumb are

- active power and power angles are closely coupled
- reactive power and voltage magnitude are closely coupled.

If we now shift focus and concentrate on the active and reactive losses in a power system. Losses across the transmission line, modeled by the impedance \( Z \), are determined by

\[
P_{\text{loss}} = RI^2 \quad (2.10)
\]

\[
Q_{\text{loss}} = XI^2 \quad (2.11)
\]

where \( I^2 \) can be rewritten as

\[
I^2 = \bar{I} \bar{I} = \left( \frac{P + jQ}{V} \right) \left( \frac{P - jQ}{V^*} \right) = \frac{P^2 + Q^2}{V^2} \quad (2.12)
\]

We can now rewrite the loss expressions (2.10) and (2.11) as:

\[
P_{\text{loss}} = R \frac{P^2 + Q^2}{V^2} \quad (2.13)
\]

\[
Q_{\text{loss}} = X \frac{P^2 + Q^2}{V^2} \quad (2.14)
\]

If we study (2.13) and (2.14), we notice that the losses in a power system can be minimized by transferring power at as high voltages as possible. We also notice that the losses are proportional to \( S^2 \) and that transferring reactive power, \( Q \), will increase the active power loss.
2.1.2 Maximum power transfer on a lossless transmission line

In this example [26] we consider the very simple system in figure 2.2 which comprises an ideal voltage source \( \bar{E} = E \angle 0 \) feeding a load at voltage \( \bar{V} = V \angle -\theta \) through a lossless line represented by its reactance \( X \). Balanced three-phase operation is assumed.

The voltage \( \bar{V} \) at the load bus is determined by

\[
\bar{V} = \bar{E} - jX \bar{I}
\]  
(2.15)

where the voltage magnitude and phase angle have been reduced across the line reactance \( X \). The apparent power, \( \bar{S}_L \), absorbed by the load is defined as

\[
\bar{S}_L = P_L + jQ_L = \bar{V} \bar{I}^* = -\frac{EV}{X} \sin \theta + j \left(-\frac{V^2}{X} + \frac{EV}{X} \cos \theta \right)
\]  
(2.16)

and can be rearranged as the familiar power flow equations:

\[
P_L = -\frac{EV}{X} \sin \theta
\]  
(2.17)

\[
Q_L = -\frac{V^2}{X} + \frac{EV}{X} \cos \theta
\]  
(2.18)

Using the trigonometric identity to eliminate \( \theta \) from (2.16) yields:

\[
(V^2)^2 + (2Q_LX - E^2)V^2 + X^2(P^2_L + Q^2_L) = 0
\]  
(2.19)

The second-order expression with respect to \( V^2 \) in (2.19) have the following solutions:

\[
V^2 = -\frac{2Q_LX - E^2}{2} \pm \sqrt{(2Q_LX - E^2)^2 - 4X^2(P^2_L + Q^2_L)}
\]  
(2.20)

To ensure the existence of a real solution, the square root in (2.20) must fulfill

\[
(2Q_LX - E^2)^2 - 4X^2(P^2_L + Q^2_L) \geq 0
\]  
(2.21)

which can be expanded as

\[
-4X^2P^2_L - 4Q_LXE^2 + E^4 \geq 0
\]  
(2.22)

and rewritten as:

\[
-\frac{P^2_L}{X} - \frac{E^2}{2X}Q_L + \left(\frac{E^2}{2X}\right)^2 \geq 0
\]  
(2.23)

If we assume that only reactive power is transferred across the line \( (P = 0 \) in (2.23)), the maximum reactive power that can be delivered to the load is:

\[
Q_L \leq \frac{E^2}{4X}
\]  
(2.24)
We do the corresponding assumption for a completely active power transfer \((Q = 0\) in (2.23)). In this case, the maximum active power that can be delivered to the load is:

\[
P_L \leq \frac{E^2}{2X}
\]  
(2.25)

In an electrical power system, the highest possible power transfer that can occur is defined as the short-circuit power. The short-circuit power is determined by the system voltage level and system impedance. This power transfer would only occur following a fault and does not represent a viable mode of operation. In our example system, the short-circuit power at the load bus is defined as:

\[
S_{sc} = \frac{E^2}{X}
\]  
(2.26)

This may be compared to the maximum delivery of reactive and active power in (2.24) and (2.25). The maximum active power transfer is half the size of the short-circuit power, while its reactive counterpart is only a quarter of the size.

Therefore we may conclude that it is not “as easy” to transfer large amounts of reactive power over long transmission lines compared to active power transmission. This is due to the inductive nature of an electrical power system and this example shows why we may benefit from supplying additional reactive power to the grid. If reactive power could be injected closer to the major load centers it would reduce the stress on the transmission lines. This was also indicated earlier in section 2.1.1 by discussing how transfer of reactive power increases transmission line losses.

### 2.1.3 Reactive power compensation to increase transfer of active power

As was shown in section 2.1.2, reactive power proves difficult to transfer in a power system. Section 2.1.1 illustrated that transferring reactive power will also increase the losses in the system. Thus, it would be desirable to produce reactive power as close to the loads as possible. Reducing losses by additional production of reactive power should enable us to increase the transfer of active power.

One way to add reactive power production is to install shunt connected capacitors to the grid. A shunt capacitor produces reactive power as described by

\[
Q_{sh} = B_{sh}V^2
\]  
(2.27)

where \(B_{sh}\) is the capacitor susceptance and \(V\) is the applied capacitor voltage.

To describe how the addition of a shunt connected capacitor would affect the transfer of power, we study another example. Consider the very simple, general example system shown in figure 2.3 below.

![Figure 2.3: Simple example system represented by an ideal voltage source, a transmission line and a connected impedance load.](image-url)
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In this system, the load $Z_l$ is fed by the ideal voltage source $E$, via the transmission line described by $Z$. The current through the example system is determined by

$$\bar{I} = \frac{\bar{E}}{(R + R_l) + j(X + X_l)}$$

(2.28)

where the active power delivered to the load is determined by:

$$P = R_l I^2 = \frac{R_l E^2}{(R + R_l)^2 + (X + X_l)^2}$$

(2.29)

If we assume the load power factor to be $\cos \varphi$ we can describe the load impedance using only one unknown quantity:

$$Z_l = R_l + jX_l = R_l + jR_l \tan \varphi$$

(2.30)

We can now use (2.30) to rewrite the system current as

$$\bar{I} = \frac{\bar{E}}{(R + R_l) + j(X + R_l \tan \varphi)}$$

(2.31)

and the delivered active power as

$$P = R_l I^2 = \frac{R_l E^2}{(R + R_l)^2 + (X + R_l \tan \varphi)^2}$$

(2.32)

If we now consider the case with a lossless transmission line, i.e. $R = 0$, we can determine the maximum transfer of active power under a constant power factor. If we connect the load $R_{l_{\text{max}P}}$ as described by [26]

$$R_{l_{\text{max}P}} = X \cos \varphi$$

(2.33)

we will maximize the active power transfer under the constant power factor $\cos \varphi$.

Inserting (2.33) into (2.32), we get the following expression describing the maximum transfer of active power.

$$P_{\text{max}} = \frac{X \cos \varphi E^2}{(X \cos \varphi)^2 + (X + X \cos \varphi \tan \varphi)^2} = \frac{\cos \varphi E^2}{1 + \sin \varphi} X$$

(2.34)

The corresponding load bus voltage is determined by [26]:

$$V_{\text{max}P} = \frac{E}{\sqrt{2 \sqrt{1 + \sin \varphi}}}$$

(2.35)

In the studied example systems, shown in figures 2.2 and 2.3, the transmission lines have been modeled by a single impedance. We now extend the model by describing the transmission line using the "π model" and adding a shunt connected capacitor. The result is the compensated example system in figure 2.4 below.

In figure 2.4, the susceptance $B_l$ describes the line-to-ground capacitance of the line and $B_c$ is the shunt capacitor susceptance. $P$ and $Q$ describes the active and reactive power delivered to the load.

\[1\] The π model of a transmission line refers to when the line model is expanded by modeling the line-to-ground capacitance. Adding the capacitors will make the line model look like the greek letter π.
We make a Thévenin equivalent of the grid as seen by the load (lumping together everything left of the dashed line in figure 2.4). The Thévenin equivalent voltage and reactance are described by:

\[
E_{th} = \frac{1}{1-(B_c+B_l)X}E
\]

\[
X_{th} = \frac{1}{1-(B_c+B_l)X}X
\]

If we insert (2.36) and (2.37) into (2.34) and (2.35), we end up with:

\[
P_{\text{max}} = \frac{\cos \varphi}{1+\sin \varphi} \frac{E_{th}^2}{2X_{th}} = \frac{1}{1-(B_c+B_l)X} \frac{\cos \varphi \ E^2}{1+\sin \varphi \ 2X}
\]

\[
V_{\text{maxP}} = \frac{E_{th}}{\sqrt{2} \sqrt{1+\sin \varphi}} = \frac{1}{1-(B_c+B_l)X} \frac{E}{\sqrt{2} \sqrt{1+\sin \varphi}}
\]

Comparing (2.38)–(2.39) to (2.34)–(2.35), we note that both the delivered power and load bus voltage level have increased by the same factor. Inserting additional reactive power will thus increase the maximum power transfer. It will, however, also increase the voltage level of the load bus. This voltage increase can cause problems and it has to be monitored and considered when designing and operating the grid.

2.2 Methods to assess voltage stability

Planning and operating an electrical power system require that the planner/operator is constantly considering the various grid limitations. Limitations on individual components, i.e. transmission lines, transformers and other grid connected equipment are determined by the rating of the equipment. These limitations are straightforward to assess as the constraints are, e.g. temperature and current, two physical quantities that are quite easy to measure and monitor in a modern power system.

Voltage instability on the other hand is a phenomena that is dependent on the operating state of the whole power system. To identify a possible collapse situation, a system wide approach is needed. This section aims to answer how voltage instability can be predicted by some well recognized analysis methods.
2.2.1 \( P-V \) curves

\( P-V \) curves or “nose curves” can be used to illustrate the basic phenomena associated with voltage instability \[8\]. These curves are obtained by plotting the active power transfer \( P \) across a grid interface versus the voltage \( V \) at a representative bus. By increasing the interface transfer, the voltage of the studied bus will begin to drop as the grid is stressed more and more. Eventually the power transfer will reach its maximum and the voltage now drops rapidly as the load demand continues to increase. The power-flow solutions will not converge beyond this point, indicating system instability.

Knowing the point of instability makes it possible to determine the stability margin of the grid at a certain operating point. These curves are commonly used by grid operators to guarantee that a sufficiently large margin is kept to accommodate for contingencies.

We now shift focus to how these curves are defined and how different grid parameters affects the transmission capacity. \( P-V \) curves are defined by (2.20), previously derived in section 2.1.2. If we assume that condition (2.23) holds, the solution to (2.20) is given by

\[
V = \sqrt{\frac{E^2}{2} - QX} \pm \sqrt{\frac{E^4}{4} - X^2P^2 - XE^2Q}
\]

(2.40)

where we assume that the power factor is kept constant and the load is fed by the constant voltage \( E \) through a constant admittance \( X \). By keeping the power factor constant, the reactive power can be rewritten as a function of active power and phase angle:

\[
Q = P \tan \varphi
\]

(2.41)

Inserting (2.41) into (2.40) gives us the load bus voltage as a function of active power:

\[
V = \sqrt{\frac{E^2}{2} - P \tan \varphi X} \pm \sqrt{\frac{E^4}{4} - X^2P^2 - XE^2P \tan \varphi}
\]

(2.42)

We set \( E = 1.0 \) p.u., \( X = 1.0 \) p.u., \( \cos \varphi = 1.0 \) and plot the load bus voltage \( V \) versus transferred active power \( P \). Doing so we will end up with the \( P-V \) curve shown in figure 2.5. At a constant power factor, active power can be transferred at two different voltage levels, a higher and a lower as seen in figure 2.5. Power transfer at the lower voltage level leads to a higher current. As a real transmission system have losses, a larger current will lead to higher losses. This will translate to higher costs for power distribution companies and a higher wear on e.g. transformers. Only the upper operating point is considered a satisfactory operating point \[8\]. At the tip of the curve there is only one operating point which corresponds to the maximal power transmission \( P_{\text{max}} \).

In section 2.1.2 we could see that the maximal transfer of active power through a lossless transmission line is described by (2.25). A lossless line represented by \( X = 1.0 \) p.u. fed by the stiff voltage source \( E = 1.0 \) p.u. can transfer the maximal active power \( P_{\text{max}} = 0.5 \) p.u.

\( P-V \) curves can also be used to visualize how the transfer capacity of the grid is affected by changing some parameters in the grid. In section 2.1.3 we could see that adding reactive power would affect both active power transfer and voltage level. Adding shunt compensation to the load bus will effectively alter the power factor. If the voltage level \( V \) of the load bus is plotted as a function of active power at different constant power factors, we will obtain the \( P-V \) curves shown in figure 2.6. Figure 2.6 clearly illustrates how altering the power factor will affect voltage level and maximum power transfer.
Figure 2.5: Example of a $P$-$V$ curve.

Figure 2.6: Nose curves shown for some different power factors.
2.2.2 $Q$-$V$ curves

$P$-$V$ curves can be used to illustrate how the active power transfer affects the load bus voltage. To get a clearer picture, we can introduce the concept of $Q$-$V$ curves. For a chosen study bus, these curves can be used to illustrate the relationship between reactive power and voltage for a fixed value of active power transfer. Note that this section only provides a brief summary of the general theory regarding how these curves can be acquired.

We can obtain these curves by a number of power flow calculations [7]. First, a fictitious synchronous condenser‡ is connected to a bus which is to be studied. Note that this fictitious condenser is set to have no reactive power limits. Then we run a series of power flow simulations where we vary the scheduled voltage of the synchronous condenser and note the associated reactive power production for each voltage level. If we now plot the reactive power versus the voltage, we will end up with a plot similar to the curves shown in figure 2.7.

![Figure 2.7: Theoretical $Q$-$V$ curves for two different levels of active power transfer.](image)

These curves can tell us something about the stability of the studied power system. A power system is considered stable in the region where the gradient of the $Q$-$V$ curve is positive, i.e. the voltage level will increase if reactive power is injected. The $Q$-$V$ curve minimum represents the voltage stability limit (the critical operating point of the system). Hence, the power system is considered stable to the right hand side of the minimum and unstable to the left hand side [8].

We can also use the simulated curves to evaluate the reactive power margin at the studied bus. Figure 2.7 shows two $Q$-$V$ curves representing two different transfers of active power, $P_{\text{low}}$ and $P_{\text{high}}$. In the lower transfer case we note the intersection between the $Q$-$V$ curve and the dashed line corresponding to zero reactive power exchange between our fictitious condenser and the grid. This intersection point represents the current operating point of the studied system.

‡A synchronous condenser is a synchronous generator with no active power production. By varying the magnetization of the machine, it can be controlled to consume or generate reactive power.
If we now focus on the margin between the minimum of the lower curve and the dashed line in figure 2.7. This margin \( Q_1 \) represents the reactive power margin of this operating point at the studied bus, i.e. we can add an additional reactive power load equal to \( Q_1 \) without losing stability.

Looking at the upper case with a higher power transfer we can see that there is no intersection with the dashed zero line. Hence, there is no operating point and this case is an unstable case. Here we note that the margin \( Q_2 \) is located above the zero line, i.e. we need to add an additional \( Q_2 \) of reactive power to the studied bus to get a viable operating point.

In these curves we can clearly see how increasing the transfer of active power will affect the reactive power demand.

### 2.2.3 \( Q-V \) sensitivity

One way to identify areas in the grid prone to a voltage collapse is to calculate the \( Q-V \) sensitivity at selected buses \([8,28]\). The \( Q-V \) sensitivity represents the slope of the \( \Delta Q/\Delta V \) curve at the selected bus at a given operating point. As the voltage level of the bus is heavily dependent on its reactive power injection, the \( Q-V \) sensitivity is a measure of the bus’ “stiffness” \([7]\).

A positive slope represents stable operation, i.e. the bus voltage increases when the reactive power injection is increased. The smaller the gradient of the positive slope, the less sensitive the system will be. As the sensitivity index (slope of the \( Q-V \) curve), increases toward an infinite value, the system enters a state of instability. Therefore, the weaker buses can be identified by determining which have the steepest positive slopes.

### 2.2.4 Voltage Collapse Proximity Indicator (VCPI)

Another way to identify weak buses suggested in the literature is the Voltage Collapse Proximity Indicator (VCPI) \([7,20,25]\). This index varies from close to (but greater than) unity at a situation of low load to infinity at a collapse situation. The VCPI can be used to determine the most effective locations for emergency load shedding and/or used for finding the buses which are located most effectively for reactive power compensation. As we are interested in locations for reactive power compensation, we will calculate the index which relates to reactive power – \( VCPI_Q \).

\( VCPI_Q \) relates how the total generation of reactive power in the system is affected by an increase in reactive power load at bus \( i \). The \( VCPI \) with respect to reactive power at the studied bus, \( i \), is defined as \([25]\):

\[
VCPI_{Qi} = \frac{\sum_{j \in \Omega_G} \Delta Q_{gi}}{\Delta Q_i}, \quad i \in \Omega_L \tag{2.43}
\]

where \( \Omega_G \) and \( \Omega_L \) are sets of the generator buses and the studied load buses respectively. \( \Delta Q_i \) represents a small increase in reactive power demand at the studied bus \( i \) and \( \Delta Q_{gi} \) is the increase in reactive power generation of generator \( j \).

The weakest bus of the studied grid is determined by identifying the bus with the highest \( VCPI_Q \) value. Bus \( k \) will thus be the weakest bus if the following holds:

\[
VCPI_{Qk} = \max_{i \in \Omega_L} \{ VCPI_{Qi} \} \tag{2.44}
\]

It should be noted that the \( VCPI \) is used to identify the weak buses of the current operating point of the studied system.
2.3 Forces of instability

In this section we discuss some grid mechanisms that could lead the system into a state of voltage instability. These forces are not usually instability mechanisms by themselves, but in heavily stressed power systems they could act as a catalyst for voltage instability.

We will focus our discussion on how the LTC transformers affect voltage stability and also mention the effects of stalling induction motors.

2.3.1 LTC transformers

Load tap changing (LTC) transformers are commonly used in modern power transmission systems to add an additional level of control. These transformers have the ability to adjust their turn ratio without interrupting the power flow through the apparatus. By changing the turn ratio, they can be used to control voltage and reactive power flow in the grid. Usually, the variable taps are located on the high voltage side of the transformer. This enables control of the lower voltage level to attempt to hold constant voltage at the point of consumption. Thus, voltage control capability of the LTC transformers plays an important role in load restoration following a disturbance in the grid.

We can find these transformers in different places of the grid and depending on the system they can be installed as either [26]:

- transformers feeding the distribution systems
- transformers connecting sub-transmission and transmission systems
- transformers connecting two transmission levels
- generator step-up transformers.

In the Swedish transmission system, LTC transformers are installed between the transmission system (at 400 and 220 kV) and the sub-transmission system (at 135 and 77 kV). They are also installed between the sub-transmission system and the distribution power system.

\[ E = E \angle 0 \]

\[ X_1 \quad r : 1 \quad X_2 \]

\[ V_2 \quad P, Q \]

**Figure 2.8:** Simple equivalent circuit of an LTC transformer.

To understand how LTC transformers are used in power systems, we introduce the simple equivalent circuit shown in figure 2.8. In this circuit, the primary side reactance \( X_1 \) represents the equivalent reactance of the transmission system. This holds true if we assume the studied transformer is connected between, e.g. the sub-transmission and the transmission system. Similarly, the secondary side reactance \( X_2 \) represents the reactance of the sub-transmission and transmission systems. For simplicity, we assume the transformer to be ideal and include the leakage reactance in \( X_2 \).
The Thévenin equivalent seen by the load is represented by the following emf

\[ E_{th} = \frac{E}{r} \]  

(2.45)

and corresponding reactance

\[ X_{th} = \frac{X_1}{r} + X_2 \]  

(2.46)

where \( r \) is the tap ratio of the LTC transformer.

If we insert (2.45) and (2.46) into (2.34) and (2.35), we can determine how LTCs affect the maximum deliverable power (at the constant \( \cos \varphi \)). Described by

\[ P_{max} = \frac{1}{2} \cos \varphi \frac{E^2}{r^2X_2 + X_1} \]  

(2.47)

and the corresponding voltage:

\[ V_{maxP} = \frac{E}{r\sqrt{2\sqrt{1 + \sin \varphi}}} \]  

(2.48)

In normal operating conditions, \( r \) is decreased to achieve an increase in voltage \( V_2 \). Increasing \( r \) will correspondingly decrease the voltage. We can see in (2.47) that decreasing \( r \) will also increase the maximum deliverable power to the load.

The variable tap of the LTC is limited by the number of windings on the controllable side of the transformer. This will put a constraint on the LTC tap ratio \( r \) described by:

\[ r_{min} \leq r \leq r_{max} \]  

(2.49)

Typical values of \( r_{min} \) are 0.85–0.90 p.u. and for \( r_{max} \) in the range 1.10–1.15 p.u. The size of each step is usually between 0.5%–1.5% [26].

We now consider an example [8] where a fictitious power system is in a very stressed state and a number of key transmission lines are heavily loaded. Following a disturbance, one of these lines is disconnected, which further increases the loading of the remaining lines. This will cause the reactive power demand of the system to increase even further due to the increased reactive power losses in the lines.

Losing this heavily loaded transmission line will cause a voltage drop at nearby load centers. To counteract this drop in voltage, LTC transformers in the area will attempt to restore voltage and loads in the distribution grid. Each change in tap ratio to restore loads will increase the stress in the transmission lines. This will cause an increase of both active power losses, \( P_{loss} \), and reactive power losses, \( Q_{loss} \), in the high voltage transmission system. In very heavily loaded lines, each additional MVA transferred will cause several MVArs of line losses [8]. These additional losses will further decrease the voltage level of the transmission system.

To compensate for the higher reactive power demand in the system, the reactive power output of the connected generators have to increase. Eventually, the generators would hit their reactive power limit governed by the overexcitation limiters and cause its terminal voltage to drop. As this cause of event spreads amongst the generators, this process will eventually lead up to a voltage collapse situation.

The driving force behind this voltage collapse situation is the load restoration performed by the LTC transformers. Restoring the loads will increase the stress on the transmission system by increasing the reactive power consumption. Hence, causing the voltage level to reduce further [9].
2.3.2 Stalling induction motors

Induction motors make up a large portion of the total system load and is the workhorse of the electric industry. It is therefore important to be familiar with how induction motors affects voltage stability. We will use this section to briefly discuss how induction motors may influence a voltage collapse scenario.

At low voltages, typically below 0.9 or 0.85 p.u. [7, 8], some induction motors might stall and draw a large reactive current. Stalling of one motor might cause nearby motors to stall as well. The increased demand of reactive power caused by the stalling motors will affect the voltage level of the nearby power system. In a worst case scenario this could cause a voltage collapse.

Large industrial motors have protection systems to disconnect the motors from the power system in case of low voltage. After some time, the motors are reconnected and if the original cause of voltage problem still persists, the voltage will begin to drop again.

Small motors are usually not equipped with undervoltage protection but only have a thermal overload protection. Some examples may be refrigerators, single-phase air conditioners and household appliances. These motors might be stalled for several seconds before the thermal protection disconnects them. During this time, the motors will draw a reactive current up to four to six times normal, prolonging the voltage dip.
Chapter 3

Static VAr Compensator (SVC)

The Static VAr Compensator (SVC) is today considered a very mature technology. It has been used for reactive power compensation since the 1970s [13, 29, 30]. There are multiple applications within power systems, e.g. to increase power transfers across limited interfaces, to dampen power oscillations and to improve the voltage stability margins.

An SVC is a shunt connected FACTS device whose output can be adjusted to exchange either capacitive or inductive currents to the connected system. This current is controlled to regulate specific parameters of the electrical power system (typically bus voltage) [31].

The thyristor has been an integral part in realizing the SVC and to enable control of its reactive power flow. It is used either as a switch or as a continuously controlled valve by controlling the firing angle [32]. It should be noted that the SVC current will contain some harmonic content, something that needs attention in the design process.

The SVC can be used to control the voltage level at a specific bus with the possibility of adding additional damping control. This can effectively dampen oscillations in the power system such as sub synchronous resonances (SSR), inter-area oscillations and power oscillations.

SVCs are used at a large number of installations around the world and is still considered an attractive component to improve the performance of AC power systems. Examples of modern SVC installations can be found in e.g. Finland and Norway. These installations were commissioned to dampen inter-area oscillations and to enable a power transfer increase across a limited interface [33, 34].

The purpose of this chapter is to give a general review of how an SVC works, from specific components to general control strategies.

A description of the different possible “building blocks” of an SVC is presented in the section which here follows. Section 3.2 presents common SVC topologies, section 3.3 presents general control strategies and section 3.4 presents placement strategies to maximize the benefit of an SVC installation.

3.1 SVC components

This section presents the different “building blocks” that are commonly used when designing an SVC. The components are presented individually to describe their influence on the grid. We will also briefly discuss some of the problems associated with the
components and how these could be handled. This is done to give some insight into how an SVC operates.

The different building blocks presented in this section are illustrated in figure 3.1.

![Figure 3.1: One-line diagram of the common SVC components.](image)

### 3.1.1 Thyristor switched capacitor

The thyristor switched capacitor (TSC), first introduced by ASEA in 1971, is a shunt connected capacitor that is switched ON or OFF using thyristor valves [31]. Figure 3.1(b) shows the one-line diagram of this component. The reactor connected in series with the capacitor is a small inductance used to limit currents. This is done to limit the effects of switching the capacitance at a non-ideal time [35].

We assume that the TSC in figure 3.1(b) comprises the capacitance $C$, the inductance $L$ and that a sinusoidal voltage is applied

$$ v(t) = V \sin(\omega_0 t) \quad (3.1) $$

where $\omega_0$ is the nominal angular frequency of the system, i.e. $\omega_0 = 2\pi f_0 = 2\pi 50$ rad/s in a 50 Hz system.

The current through the TSC branch at any given time is determined by [36]

$$ i(t) = I \cos(\omega_0 t + \alpha) - I \cos(\alpha) \cos(\omega_r t) + n B_c \left( V_{C0} - \frac{n^2}{n^2 - 1} V \sin(\alpha) \right) \sin(\omega_r t) \quad (3.2) $$

where $\alpha$ is the thyristor firing angle, $\omega_r$ is the TSC resonant frequency, $V_{C0}$ is the voltage across the capacitor at $t = 0$. The current amplitude $I$ is determined by

$$ I = V \frac{B_C B_L}{B_C + B_L} \quad (3.3) $$

where $B_C$ is the capacitor susceptance and $B_L$ is the reactor susceptance and $n$ is given by:

$$ n = \frac{1}{\sqrt{\omega_0^2 LC}} = \sqrt{\frac{X_C}{X_L}} \quad (3.4) $$

$X_C$ and $X_L$ above are the reactances of the capacitor and reactor. The TSC resonant frequency, $\omega_r$, is defined by

$$ \omega_r = n \omega_0 = \frac{1}{\sqrt{LC}} \quad (3.5) $$
We can alternatively express the magnitude of the TSC current (3.3), as [35,36]

\[ I = V \frac{B_C B_L}{B_C + B_L} = V B_C \frac{n^2}{n^2 - 1} \]  

(3.6)

If we consider the steady-state case without a series connected reactor and note that the magnitude of the TSC current is determined by:

\[ I = V B_C \]  

(3.7)

Comparing (3.6) and (3.7) we notice that adding the reactor \( L \) amplifies the current by \( \frac{n^2}{n^2 - 1} \). As \( n \) is determined by \( X_L \) and \( X_C \), shown in (3.4), the \( LC \) circuit have to be carefully designed to avoid resonance. This is normally done by keeping the inductor reactance \( X_L \) at 6% of \( X_C \) [11].

Careful design of the TSC can thus avoid a resonance with the connected grid. However, the oscillatory component of the current (3.2) is still something that has to be taken care of. The following section provides some insight into how these currents could be limited to a minimum.

**Switching operation of the TSC**

To avoid the transients in the second part of (3.2), the following two conditions have to be fulfilled simultaneously [35,36]:

\[ \cos(\alpha) = 0 \]  

(3.8a)

\[ V_{C0} = \pm V \frac{n^2}{n^2 - 1} = \pm I X_C \]  

(3.8b)

Fulfilling (3.8a) means that the thyristor switch must be closed at the positive or negative peak of the grid voltage, i.e. when \( \frac{dv}{dt} = 0 \). The second condition (3.8b) states that the capacitor has to be charged to some predetermined value when switched.

In practice it is very hard to achieve switches that are completely transient free and the objective and the actual firing strategies are instead focused on minimizing the oscillatory transients. This is done by switching the TSC when the capacitor voltage is equal to the grid voltage, if \( V_{C0} < \hat{V} \), or at the peak of the grid voltage when the thyristor valve voltage is at a minimum, if \( V_{C0} \geq \hat{V} \) [35]. Note that \( \hat{V} \) is the peak value of the grid voltage.

Thyristor switches can only be turned off at zero current [32], which entails leaving a voltage across the capacitor equal to its peak value:

\[ V_{C0} = V \frac{n^2}{n^2 - 1} \]  

(3.9)

This leads to an increased voltage stress of the thyristor valve as the voltage across it will vary between zero and the peak-to-peak voltage of the supply.

**TSC realisation and configuration**

To get a smoother control of the reactive power injection, the TSC is generally split up into multiple units that can be switched into operation individually. An example of this practice is shown in figure 3.2. To achieve an even smoother control, a possible configuration would be to rate \( n - 1 \) capacitors for susceptance \( B \) and rate one capacitor
for susceptance $B/2$. By using this configuration the total control steps of the TSC can be increased to $2^n$ [36].

The $V - I$ characteristics of a TSC is illustrated in figure 3.3, where the discrete nature of the TSC operation is shown. This TSC configuration uses three capacitors to regulate the voltage within a range given by $V_{ref} \pm \Delta V/2$. A reasonable voltage interval has to be chosen in order to avoid switching the capacitors of the TSC too often.

![Figure 3.2: One-line diagram of a general TSC system.](image)

![Figure 3.3: $V - I$ characteristics of a TSC configuration using three capacitor branches.](image)

3.1.2 Thyristor switched reactor

The thyristor switched reactor (TSR) is a shunt-connected reactor in series with a thyristor valve that is used to switch the reactor ON or OFF [31]. A one line diagram of a TSR is shown in figure 3.1(a).

Basically, the TSR fulfills the same purpose as the shunt-connected mechanically switched reactor which has been employed in the AC transmission system since its early days. The only difference between these two components is that the former uses a thyristor to switch the reactor in and out of operation, while the latter uses a mechanical switch. Compared to the mechanical switch, the thyristor allows the switching process to be a lot faster [36]. Another advantage is that it will not face the same limitations on wear and tear as a mechanical switch, which is only capable of a finite number of switches. The higher investment cost could possibly be earned by the reduction in service
and maintenance costs of the mechanical switches.

As the switched reactor is not a common component in SVC installations, only this short description is provided for the sake of completeness. The controllable reactor is a much more useful and common component and this will be described in the following section.

### 3.1.3 Thyristor controlled reactor

The thyristor controlled reactor (TCR) can be represented by the same one-line diagram as for the previously mentioned TSR, shown in figure 3.1a. By enforcing partial conduction of the thyristor valve, the effective reactance of the inductor may be varied in a continuous manner [31].

This is achieved by controlling the firing angle $\alpha$ of the thyristor valve, thus controlling the TCR susceptance and its ability to absorb reactive power. As the firing angle can be varied continuously from zero to full conduction, the field of operation of the TCR is much greater compared to the discretely switched TSR.

The operation range of the firing angle lies between $90^\circ$ and $180^\circ$, which respectively corresponds to full conduction and no conduction. Operating within the firing angle interval, $0^\circ \leq \alpha < 90^\circ$, introduces a DC offset to the reactor current which disturbs the thyristor valve [36]. Thus, this interval should be avoided.

We assume that a TCR branch with inductance $L$ is connected to the AC voltage given by:

$$v(t) = V \sin(\omega_0 t) \quad (3.10)$$

The voltage induces a current through the reactor described by the differential equation

$$v(t) = L \frac{di}{dt} \quad (3.11)$$

which, via integration, provides the expression of the TCR current

$$i(t) = \frac{1}{L} \int_\alpha^{\omega_0 t} v(t) dt = \frac{1}{L} \int_\alpha^{\omega_0 t} V \sin(\omega_0 t) dt = -\frac{V}{\omega_0 L} \cos(\omega_0 t) + D \quad (3.12)$$

where $D$ is a constant of integration.

The two intervals of conduction for the thyristor valve are

$$\alpha < \omega_0 t < 2\pi - \alpha \quad (3.13a)$$

$$\pi + \alpha < \omega_0 t < 3\pi - \alpha \quad (3.13b)$$

where (3.13a) is the positive half period and (3.13b) is the negative.

We calculate the TCR current (3.12) by determining the integration constant $D$ for the two intervals in (3.13), which gives us the following:

$$i(t) = \frac{V}{\omega_0 L} (\cos(\alpha) - \cos(\omega_0 t)) \quad (3.14a)$$

$$i(t) = -\frac{V}{\omega_0 L} (\cos(\alpha) + \cos(\omega_0 t)) \quad (3.14b)$$

Figure 3.4 shows the reactor current for three different firing angles. Full conduction is achieved at $\alpha = 90^\circ$ and the reactor current decreases as $\alpha$ increases. This can easily be seen as currents corresponding to $\alpha = 90^\circ, 120^\circ$ and $150^\circ$ are plotted together with the grid voltage $v(t)$. 
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The susceptance of the TCR, as seen by the grid, can be determined as a function of $\alpha$ as [35]:

$$B_{TCR}(\alpha) = \frac{1}{\omega_0 L} \left( 1 - \frac{2}{\pi} \alpha - \frac{1}{\pi} \sin(2\alpha) \right)$$  \hspace{1cm} (3.15)

Using (3.15), we can determine the amount of reactive power the TCR absorbs as:

$$Q_{TCR}(\alpha) = B_{TCR}(\alpha)V^2$$  \hspace{1cm} (3.16)

The operating range of the TCR is determined by its susceptance, which is a function of the thyristor angle, $\alpha$. A TCR could thus be operated within the dashed area shown in figure 3.5 by varying $\alpha$. It is limited by the voltage and current rating of the thyristor valve ($V_{\text{max}}$ and $I_{\text{max}}$). If we compare the $V-I$ characteristics of the TCR in figure 3.5 to the characteristics of the TCR shown in figure 3.3, we can see why the TCR is a useful SVC component. Since the TSC only operates along the discrete lines defined by its total susceptance, we could use a TCR to enable continuous operation between the switched capacitors.

**Figure 3.4:** Current through the TCR for different firing angles $\alpha$, with the applied voltage shown as the blue, dashed line.

**Figure 3.5:** $V-I$ characteristics of the TCR.
3.2 Common SVC topologies

Section 3.1 introduced the common building blocks used to design an SVC. The general SVC installation comprises two ranges of operation: inductive and capacitive. When designing the SVC we need to consider both the required control performance and cost of the potential components.

As the SVC is usually designed to be continuously operated, we would need a TCR in the installation. Adding a TCR will introduce harmonics to the SVC current [35]. To minimize the injection of harmonics caused by the TCR, a filter network is usually included in the SVC installation. A one-line diagram of such a filter network is shown in figure 3.1(c), alongside the other SVC building blocks in section 3.1.

In many SVC installations, a shunt connected fixed capacitance (FC) is used to inject reactive power to the grid as this would provide a cheaper solution. The fixed capacitance is usually partly or fully substituted by the filters used to dampen the TCR induced harmonics [35]. Using this FC-type configuration would not need the expensive thyristor valves and could thus be equipped with a simpler control equipment compared to the TSC described earlier in section 3.1.1.

Considering the FC-TCR type SVC, it can be noted that losses will increase as we increase the current through the TCR [35]. Therefore it is usually installed where the output is mostly capacitive as in e.g. industrial applications for power factor control [35].

Combining the TSC and TCR to make up the SVC would be a more advantageous approach for transmission system applications. This configuration makes it possible to minimize the losses by dividing the total capacitance into a number of thyristor switched capacitances. This allows us to minimize the current through the TCR and will thus minimize the losses.

To summarize, the most common topologies when designing SVC systems are:

- fixed capacitors & thyristor controlled reactor (FC-TCR)
- thyristor switched capacitors & thyristor controlled reactor (TSC-TCR)

3.3 Control application and modelling

Before we can focus on the simulation study we need to address how to properly represent the SVC in computer simulations. Models must be determined for both static and dynamic power system simulations. In this section we will present both general models and how the SVC can be represented in PSS™E.

A few assumptions have been made that should be kept in mind when considering the models presented in the succeeding sections. These assumptions are valid unless stated otherwise:

i. The devices are considered lossless.

ii. Harmonics are being neglected, only the fundamental component is considered.

iii. Balanced operation is assumed, i.e. only the positive sequence component is considered.
3.3.1 Steady-state model

This section presents how an SVC could be modeled in the steady-state load flow studies. Basic models for steady-state representation of an SVC can be based on either generators or shunt connected capacitors and reactors. Modelling the SVC based on a generator will cause problems when the SVC is operating at its reactive power limits [37].

To avoid these problems, the SVC will be modeled as a variable susceptance in this thesis.

PSS\textsuperscript{TM}E implementation

When we consider the load flow simulations, PSS\textsuperscript{TM}E provides support for modeling the SVC both as a switched shunt or as a generator. Siemens PTI recommends the switched shunt implementation [38] and this is applied here.

The SVC is implemented as switched shunts at a dummy bus connected to the high voltage bus through a zero impedance transmission line as shown in figure 3.6. This implementation was done to enable PSS\textsuperscript{TM}E to perform measurements of the reactive power exchange between the grid and the SVC.

![Figure 3.6: SVC implemented in the load flow case as a variable shunt susceptance.](image-url)

The switched shunts are set to control the voltage at the high voltage bus and to operate in continuous control mode within a set voltage band. Their reactive power output is limited by their rating, e.g. ±200 MVar.

3.3.2 Dynamic modelling

SVCs are mainly used for voltage regulation at a specified bus, the controller can however also be tuned to dampen electromechanical oscillations. As we focus on voltage stability and control in this thesis, the reader is referred to e.g. [8, 35, 37], for a description on how SVCs can be used to dampen oscillations.

Dynamic modeling of an SVC could be done with a number of different approaches with varying level of complexity. However, for the kind of preliminary studies carried out within this thesis, the IEEE recommends using basic models [37]. One of the basic models recommended by the IEEE is the “Basic Model 1”, presented as a very general block diagram in figure 3.7. The voltage regulator block in figure 3.7 represents the dynamic model presented in figure 3.8. This simple regulator model is also suggested by the IEEE [37].

For a more detailed modelling approach the reader is referred to e.g. [39].
Dynamic model implementation in PSS\textsuperscript{TM}E

Here, one dynamic model used to represent the SVC in PSS\textsuperscript{TM}E is introduced. The model has been developed by Siemens PTI and is delivered with PSS\textsuperscript{TM}E.

This dynamic SVC model, referred to as the CSSCST model, represents the SVC as a switched shunt in the load flow. It is realised as an integrator type controller and the block diagram representing the model is shown in figure 3.9.

A lead-lag block with the time constants $T_1 - T_4$ is used to represent the voltage control. By tuning this lead-lag block, the controller can be set to achieve the required performance. The next block represents the thyristor susceptance control and the time constant $T_5$ represents the time delay of the SVC thyristor bridge.

If we compare the IEEE model in figure 3.7 with the PSS\textsuperscript{TM}E model CSSCST in figure 3.9, it can be noted that the PSS\textsuperscript{TM}E model design is similar to the suggested IEEE basic model. As the CSSCST model is both of the recommended basic design as
well as readily available to all PSS<sup>TM</sup>E users, it has been chosen as the studied dynamic SVC model in this thesis.

3.4 Grid placement

When determining where the installation of an SVC would have the greatest effect, previous studies [20, 40] suggest that FACTS devices have the greatest impact if installed at the weakest buses of the grid.

The weak buses of the power system can generally be identified using different methods, e.g. modal analysis [21] or sensitivity analysis [22–24]. This thesis focuses on identifying weak buses using different sensitivity indices as mentioned earlier in the thesis limitations in section 1.4.

In sections 2.2.3 and 2.2.4, methods and indices were introduced that can determine which buses are prone to suffer a voltage collapse. These buses are considered the weakest buses of the power system and will be investigated further as possible SVC locations in the simulation study.
Chapter 4

Case study

This chapter presents a case study which aims to examine how power transfer may be increased by implementing additional SVCs in the grid. We are interested in increasing the transfer across the transmission interface SE2-SE3 shown in figure 4.1. Increasing the transfer limit of this particular interface will enable additional transfer of power from the northern hydro power plants to the major load centers in the south.

Figure 4.1: The Swedish national grid with its three transmission interfaces marked as blue lines alongside its maximum net transfer capacity (NTC) [41].

To start with, section 4.1 presents some considerations regarding the power system model and how the simulation studies will be approached. In section 4.2 we will familiarize ourselves with ways to determine a suitable location for an SVC installation. Section 4.3 presents methods for choosing a suitable set of contingencies. Finally, these contingencies are used in the dynamic simulations presented in section 4.4.
4.1 Simulation methodology

The simulations carried out in this master thesis were performed using the power system simulation tool PSS™ E 31.0.1 developed by Siemens PTI. A detailed model of the Nordic power system was provided by Svenska Kraftnät. This model comprised dynamic models of generators, HVDC connections, governors, exciter systems with over-excitation limiters (OXL), load tap changing (LTC) transformers, SVCs, switched shunts and loads. Connections to neighboring countries have been modelled as equivalent constant active power loads in the static load flow representation.

The base load flow case, which all simulations have been based on, was set up as a high load case which should correspond to the grid as it existed in 2007 on a cold winter day. Note however that it was not considered to represent an extreme load case.

This case has been verified by Svenska Kraftnät to ensure stable operation for dynamic simulations and voltage collapse simulations. Note also that these simulations were successfully run for a duration of 600 s. This is important in order to ensure that the case can be used to simulate slow acting dynamics such as voltage collapse situations.

The base load flow case will be used as a reference case and will be referred to as the “base case” throughout the rest of the thesis. Power transfer data between the Swedish market areas, for this base case, is presented in appendix A.

It is important to note that the dynamic simulations performed in this thesis have been done with a certain emergency protection system enabled. This protective system is used to alter the power transfer on certain HVDC interconnections in case of a critical operating situation. Throughout this report, references to the “emergency protective system” or just “protective system” refers to this emergency protective system if not explicitly stated otherwise.

When the net transfer capacity (NTC) of the different interfaces is determined practically by TSOs, this emergency protection system has to be disabled. Activating the protective system affects the countries connected to Sweden via the HVDC lines. Svenska Kraftnät and the other TSOs have thus decided on strict regulations regarding when the system may be used. Increasing the SE2-SE3 transfer capacity, as studied in this thesis, is naturally not considered as an acceptable situation where the protective system may be activated.

The interface transfers presented in this case study deviates a lot from the existing NTC values presented in figure 4.1, due to this protection system.

4.1.1 General simulation considerations

All of the dynamic simulations are simulated for 600 s to capture the slow acting voltage dynamics. In order to save some computation time, the simulations are cancelled before 600 s if no tap change has been recorded for 180 s (this is regarded as a stable operating point) or if some “unacceptable operating situation” occurs.

An operating situation is defined to be unacceptable when one of the following conditions applies:

- the voltage level of a 400 kV bus is lower than 0.875 p.u. for at least 5 s
- the voltage level of a 220 kV bus is lower than 0.775 p.u. for at least 5 s
- the solution failed to converge within 20 iterations
These simulation parameters have been defined by Svenska Kraftnät and are applied for all the dynamic simulations performed in PSS\textsuperscript{TM}E.

It is desirable to perform simulations based on a number of different load flow cases. These cases are prepared with a varying SE2-SE3 interface transmission. By varying the transfer across this interface, we can determine how the system is responding to the increased stress.

To achieve an increased transfer across SE2-SE3, the generation of active power is increased in the northern market areas NO3, NO4, SE1 and SE2. To force this additional power south across the studied interface, the loads in market area SE3 are increased.

However, the available generation capacity of the northern market areas is not enough to stress the system sufficiently. In order to achieve an additional increase in power transfer, the loads in market areas SE1 and SE2 were decreased while the loads in area SE3 were increased. Note that all the loads are scaled at constant power factor ($\cos \varphi$).

### 4.1.2 Simulation considerations setting up a voltage collapse scenario

To accurately simulate a voltage collapse situation, some extra care is taken when the simulations are set up. Additional dynamic models are added to describe the tap changing of LTC transformers and the limiting effect of the OXLs on the reactive power production of the generators.

Note that there is a set time constant for the tap ratio control of the LTC transformers. This time constant is defined to delay the action of the tap changing in order to allow other compensation devices to act first. In effect, this will avoid unnecessary frequent switching and thus prolong the lifetime of the transformer due to decreased mechanical wear [8, 42]. For the Swedish power system, this time constant is generally set to 30 s.

LTC transformers are already installed between different voltage levels in the grid, e.g. 400/135 kV, 135/40 kV, 40/10 kV. To simulate a voltage collapse situation, additional voltage levels have to be added alongside the existing 400, 220, 135 and 77 kV levels. This is done by moving every load greater than 1 MVA to a lower voltage level (40 kV) via a 65-step LTC step-down transformer. The loss of the original load must then be adjusted to balance out the additional loss of the step-down transformer. This way the power grid will see the same load as before the step-down transformers are added.

As we noted in section 2.3.1 earlier, the operation of LTC transformers could have a major effect on voltage stability.

### 4.2 Identification of suitable location for SVC installation

As was mentioned in section 3.4, an SVC would have the greatest impact if installed at the weakest bus of the grid. This section presents simulations which have been performed to identify the weakest buses in the SE2-SE3 interface vicinity.

This simulation study has focused solely on the 400 kV buses in the Swedish national grid and all of the studied buses are already existing buses.

Market area SE2 contains around 15 buses at the 400 kV level and 9 of these were included in this study. The SE2 buses excluded are located in the northern part of SE2 closer to the SE1-SE2 interface. They were therefore considered to have a smaller influence on the studied SE2-SE3 interface compared to the chosen buses.

In market area SE3, the 24 chosen buses forms a clear majority of the existing 400 kV buses in the area. The excluded buses are mainly located in the southern part of
SE3, bordering SE4 and therefore considered to have a smaller influence on the studied interface.

A set of 33 buses were selected as possible candidates and the VCPI index and $Q-V$ sensitivity were calculated for each of them.

- Buses 1–9 are located in market area SE2
- Buses 10–33 are located in market area SE3

This set of possible candidate buses were chosen to narrow the scope of the thesis somewhat and limit the amount of performed simulations and calculations. However, this chosen subset of the Swedish 400 kV buses still includes almost every single 400 kV bus in the vicinity of the SE2-SE3 interface.

### 4.2.1 Identification based on $Q-V$ sensitivity

The $Q-V$ sensitivities were calculated based on the $Q-V$ curves presented in section 2.2.2 as well as the descriptions of sensitivity analysis in section 2.2.3.

The $Q-V$ curves were simulated using the “QV Analysis” tool in PSS$^\text{TM}$E. To avoid computational problems the simulations have been performed with the LTC transformers in a locked tap position. The switched shunt reactors and capacitors were all enabled in the simulations and the apparent power output limiters (VAR limiter) of the generators were set to apply immediately.

Some of the studied buses already had some equipment installed to control the bus voltage, e.g. a switched shunt or an SVC. In these cases, the controllable equipment has to be switched to a locked state in the power flow case. Otherwise their operation will interfere with the solution. This is problematic as the voltage varies into the range in which the controllable component is operable. This interference causes computational problems in PSS$^\text{TM}$E which in some cases aborts the simulations.

The $Q-V$ sensitivity was calculated as a linear approximation of the positive slope of the $Q-V$ curve:

$$\frac{\Delta Q}{\Delta V} = \frac{Q_{\text{max}} - Q_{\text{min}}}{\Delta V}$$

(4.1)

As can be seen in figure 4.2, the linear approximation of the positive slope is close to the slope of the simulated curve.

The buses with the ten steepest slopes, i.e. the ten “weakest” buses, are presented in table 4.1. See appendix B for the complete list of calculated $Q-V$ sensitivities for all of the 33 studied buses.

The buses in table 4.1 are either located near a major load area in SE3 or in the vicinity of the SE2-SE3 interface. However, most of them are close to the major load area in market area SE3. This indicates that this particular part of the grid may benefit from additional reactive power compensation.

### 4.2.2 Identification based on VCPI

The voltage collapse proximity indicator ($VCPI$), described in section 2.2.4, was calculated using a load flow case with a highly stressed SE2-SE3 interface. This case, from now on referred to as the “VCPI case”, had an SE2-SE3 interface transfer of 8600 MW. For more information regarding the transfer data between the simulated market areas, see appendix A.

The $VCPI$ case represents how the reactive power generation will be distributed amongst the generators when the system is heavily stressed. This is of importance as we
Figure 4.2: Example of a simulated $Q$-$V$ curve, presented alongside its average slope.

Table 4.1: The ten buses with the largest $Q$-$V$ sensitivities.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Bus number</th>
<th>Slope [MVAr/p.u. voltage]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>23</td>
<td>19 664</td>
</tr>
<tr>
<td>2.</td>
<td>19</td>
<td>18 864</td>
</tr>
<tr>
<td>3.</td>
<td>6</td>
<td>18 549</td>
</tr>
<tr>
<td>4.</td>
<td>20</td>
<td>15 576</td>
</tr>
<tr>
<td>5.</td>
<td>2</td>
<td>15 182</td>
</tr>
<tr>
<td>6.</td>
<td>17</td>
<td>14 884</td>
</tr>
<tr>
<td>7.</td>
<td>8</td>
<td>14 230</td>
</tr>
<tr>
<td>8.</td>
<td>16</td>
<td>13 565</td>
</tr>
<tr>
<td>9.</td>
<td>21</td>
<td>13 344</td>
</tr>
<tr>
<td>10.</td>
<td>30</td>
<td>12 488</td>
</tr>
</tbody>
</table>

are interested in locating the bus where reactive power injection would have the greatest effect when the system approaches a collapse situation.

Calculating the $VCPI$ for a case with a low interface stress would give a completely different result. Thus indicating a different, less suitable candidate bus for reactive power injection with regards to voltage collapse prevention.

To calculate the $VCPI$, a fictitious purely inductive 1 MVAr load is connected to the studied bus $i$ ($\Delta Q_i = 1$ MVAr). Load flow calculations are performed before and after the connection of the 1 MVAr load. The total increase in reactive power generation, $\Delta Q_j$, is measured at every generator bus $j$, connected to the Nordic power system. This is done by summing the reactive power output from every active generator and calculating the increase when the additional load is connected.

See the bar graph in figure 4.3 for the $VCPI_Q$ indices of the 33 studied buses. The buses with the ten highest $VCPI_Q$ indices are ranked in table 4.2. Refer to
appendix A for the extended transfer data of the VCPI case and to appendix B for the complete list of calculated VCPIQ indices of the studied buses.

Table 4.2: List of the 10 buses with the highest VCPIQ values.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Bus no.</th>
<th>VCPIQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>13</td>
<td>2.429</td>
</tr>
<tr>
<td>2.</td>
<td>21</td>
<td>2.420</td>
</tr>
<tr>
<td>3.</td>
<td>17</td>
<td>2.410</td>
</tr>
<tr>
<td>4.</td>
<td>19</td>
<td>2.376</td>
</tr>
<tr>
<td>5.</td>
<td>28</td>
<td>2.325</td>
</tr>
<tr>
<td>6.</td>
<td>10</td>
<td>2.302</td>
</tr>
<tr>
<td>7.</td>
<td>16</td>
<td>2.268</td>
</tr>
<tr>
<td>8.</td>
<td>18</td>
<td>2.251</td>
</tr>
<tr>
<td>9.</td>
<td>23</td>
<td>2.251</td>
</tr>
<tr>
<td>10.</td>
<td>26</td>
<td>2.200</td>
</tr>
</tbody>
</table>

The VCPIQ results indicate that the most suitable candidate for an SVC implementation would be bus 13, which is located at a major load area. However, the buses 21, 17 and 19 have VCPIQ values quite close to the prime candidate. Additionally, these are located geographically close to bus 13, thus it is reasonable to also investigate these buses as possible candidates.

4.3 Contingency identification

To ensure the security of a power system, it should be able to handle a large set of contingencies. Examples of such contingencies are \cite{8}:

- permanent three-phase faults on any generator, transmission circuit, transformer or bus section, with normal fault clearing.
- loss of any element without fault.
- permanent phase-to-ground fault on a circuit breaker, cleared in normal time.

A real, large-scale power system comprises hundreds or even thousands of generators, transmission lines and transformers. This will lead us to an extensive set of possible contingencies which needs further investigation to ensure secure operation.
Before the dynamic simulations can be performed, we have to compile a set of contingencies to use in this study. This set should consist of the contingencies which are most likely to cause a voltage collapse. As we are studying the SE2-SE3 interface, the contingencies which would stress this interface the most are of particular interest. Only the most severe contingencies will be used in the following dynamic simulations.

In order to ensure that a wide range of contingencies are considered, we evaluate a large number of transmission line faults, tripped generators, transformers and busbar faults. Note that we only consider contingencies within the Swedish transmission system.

To determine the most severe contingencies, they are evaluated by how they affect the power transfer across the 400 and 220 kV lines connecting SE2 and SE3. The “AC contingency solution (ACCC)” tool in PSS®E was used for this evaluation.

Table 4.3 presents the contingencies which have the greatest effect on power transfer across the SE2-SE3 interface. These contingencies are later used as disturbances in the dynamic simulations and to determine the transmission capacity of the interface.

Table 4.3: A list of the 15 contingencies that increase the SE2-SE3 transfer the most.

<table>
<thead>
<tr>
<th>ID</th>
<th>Contingency type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>2.</td>
<td>Busbar</td>
<td>Busbar close to nuclear power plant</td>
</tr>
<tr>
<td>3.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>4.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>5.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>6.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>7.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>8.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>9.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>10.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>11.</td>
<td>Generator</td>
<td>Generator at a nuclear power plant</td>
</tr>
<tr>
<td>12.</td>
<td>Transformer</td>
<td>400 kV - 300 kV transformer, SE2</td>
</tr>
<tr>
<td>13.</td>
<td>Line</td>
<td>Transmission line, SE3</td>
</tr>
<tr>
<td>14.</td>
<td>Line</td>
<td>Transmission line, SE3</td>
</tr>
<tr>
<td>15.</td>
<td>Transformer</td>
<td>400 kV - 135 kV transformer, SE3</td>
</tr>
</tbody>
</table>

4.4 Results from dynamic simulations

This section presents the results from the dynamic simulations carried out throughout the work of this thesis. Section 4.4.1 determines the transmission capacity of the unaltered SE2-SE3 interface. Based on those results, we investigate how much we can increase the interface capacity by installing additional reactive compensation. This is investigated in sections 4.4.3 and 4.4.4.

4.4.1 Transfer limits of transmission interface SE2-SE3

To investigate the dynamic transfer limit across interface SE2-SE3, a set of static load flow cases are prepared where the interface transmission is gradually increased. This is achieved by scaling generation and loads as described in section 4.1.1. These load flow cases are later used in the dynamic simulation study.
To determine the stability limit of these cases, dynamic simulations are performed in PSS®E where the contingencies listed in table 4.3 are applied. This will decide the level of transfer across interface SE2-SE3 at which the grid could be prone to suffer a voltage collapse.

Simulation results from five selected static load flow cases will be presented in this section. The purpose of this is to describe how the system reacts when subjected to an increased stress that eventually leads to a voltage collapse. Table 4.4 presents the interface transfer of the five cases. For more detailed transfer data of the Swedish market areas for the different cases, refer to appendix A. Note that the case denoted “Base case” in table 4.4 is the unaltered load flow case supplied from Svenska Kraftnät described in section 4.1.

Table 4.4: The five simulated cases and their level of transfer across SE2-SE3.

<table>
<thead>
<tr>
<th>Case description</th>
<th>SE2-SE3 transfer [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>5750</td>
</tr>
<tr>
<td>Case 1</td>
<td>8500</td>
</tr>
<tr>
<td>Case 2</td>
<td>8600</td>
</tr>
<tr>
<td>Case 3</td>
<td>8650</td>
</tr>
<tr>
<td>Case 4</td>
<td>8700</td>
</tr>
</tbody>
</table>

In figure 4.4 we can see how the voltage profile at bus 2 is affected by the increasing interface transfer following a simulated contingency. Bus 2 is located close to the SE2-SE3 interface and it is fairly close, electrically, to the buses indicated as weak by the $Q-V$ and $VCPI$ indices.

Figure 4.4: Voltage profiles of bus 2 following a nuclear generator fault at $t = 0$ s and disconnection of the generator after 100 ms.
The presented data results from a simulated fault applied at a nuclear generator. After 100 ms the fault was cleared and the generator was simultaneously disconnected from the grid. This fault is labelled as contingency 6 in table 4.3 shown earlier.

As we can see in figure 4.4, the base case is the least affected by the simulated contingency, which is to be expected. The voltage level stabilizes at 1.02 p.u. after about 10 s. Cases 1–3 also reach a stable state of operation, but this takes about 60 s. In these cases the voltage level settles at a lower value, but still within the acceptable limits.

For cases 1–3 we can see a distinct jump in voltage level around 40 s. This is due to the activation of the emergency protective system mentioned earlier in section 4.1. We can clearly see that this protective system eases the stress of the power system as the voltage decline is aborted followed by the convergence to a stable state.

Case 4 fails to reach a stable state of operation after the faulted nuclear generator was disconnected and the system suffers a voltage collapse at around 75 s. Based on the results from this simulation study we can determine the highest, stable power transfer across the SE2-SE3 interface to 8650 MW (Case 3).

### 4.4.2 A closer look at the voltage collapse

As we could see in figure 4.4, the system suffered a voltage collapse for the transfer level in case 4 when subjected to contingency 6. To further increase our understanding of the voltage collapse we investigate the origin and the cause of the collapse.

**Locate the origin of the voltage collapse**

In an attempt to locate the origin of the voltage collapse, we study the voltage profiles at buses from all parts of the Swedish power system.

Figure 4.5 presents plots of the voltage level at 9 buses located somewhere from the northern parts of SE1 down to the southern parts of SE4. The plots in this figure refer to buses which are simply identified by the market areas in which they are located.

![Figure 4.5: Voltage profiles at 9 buses representing different parts of the Swedish transmission system during a voltage collapse situation.](image)

In these plots we note that the voltage level of the turquoise colored SE3 bus has the lowest magnitude and that it also decreases the fastest compared to the other bus
voltages. This gives us some indication that the voltage collapse probably has its origin somewhere close to this bus. Based on these observations, it is of interest to further investigate the 400 kV buses in its vicinity. Figure 4.6 presents the 6 voltage profiles of the 400 kV buses in this area. These 6 buses include the bus with the lowest magnitude in figure 4.5 and all are located in the same market area, i.e. SE3.

![Voltage profiles of 6 buses located in SE3 during a voltage collapse.](image)

**Figure 4.6:** Voltage profiles of 6 buses located in SE3 during a voltage collapse.

It is interesting to compare the buses present in figure 4.6 with the results in sections 4.2.2 and 4.2.1. We notice that all 6 buses shown in figure 4.6 were listed within the ten highest VCPI values listed in table 4.2. Additionally, 5 of these buses are also ranked as weak by the Q-V sensitivity index in table 4.1. This tells us that we should base our placement strategy on the weak buses listed in sections 4.2.2 and 4.2.1.

**Cause of collapse**

Now that we have a better insight into the origin of the voltage collapse, we can take a look at what is causing it. As we discussed earlier in chapter 2, voltage collapses stems from the inability of the system to deliver sufficient amounts of reactive power to the loads. Transfer of reactive power is limited by the inductive nature of the power system, as we could see in section 2.1.2.

If the power system is heavily stressed and, due to some contingency, the voltage level begins to drop in the distribution grid, LTC transformers begin load restoration. In section 2.3.1, we discussed how the tap changing action of these transformers would increase the strain on the transmission system. Thus, it is interesting to investigate the operation of LTC transformers and how they affect the reactive power demand of the system leading up to the voltage collapse.

Figure 4.7(a) shows the voltage profile of bus 16 for the three cases with the highest interface transfer listed in table 4.4. In figures 4.7(b)-4.7(d) we can see how the tap ratio is changed at some representative transformers in the distribution grid. Figure 4.7(e) shows how the total number of active current limiters is affected in the different transfer cases.
Figure 4.7: Voltage profiles, LTC operation and number of active generator current limiters for three different transfer cases.
Figure 4.7(b) shows the LTC operation for case 2. Here, we can see how three transformers in the sub-transmission and distribution grid are acting to restore the voltage level. The influence of the time constant of the LTC control, mentioned in section 4.1.2, can be observed as no tap change is performed before about 30 s have elapsed. We also note that the protective system, mentioned in section 4.1, takes action after 40 s (see figure 4.7(a)) which is enough to restore the system voltage to an acceptable level. No further change in tap ratio is thus needed and the system is considered stable.

In figure 4.7(c) we see a similar process for case 3 as we did for case 2. However in this case, the protective system action does not restore the voltage level fully and another set of LTC switches are required between 60–70 s. This last action was enough to return the system to an acceptable point of operation and the system is considered stable.

Figure 4.7(d) shows the LTC action for the most stressed transfer case, i.e. case 4. Here we can see how the LTCs begin their attempt to restore the voltage level at around 30 s. However, compared to the previous cases, no protective action is able to relieve the stress of the power system. Instead, the LTCs try to restore the voltage level of the distribution grid. This increases the stress level of the transmission system and the voltage level keeps on reducing up to the point of voltage collapse. In this case, the system fails to enter a stable state and is thus considered unstable.

In figure 4.7(e), we can see how the generator current limiters are affected for the three different transfer cases. Following the applied contingency the system stress is duly increased. We can see this by noting that around 100 current limiters are activated the first couple of seconds. These generators are at this point operating at their maximum capacity and they cannot further increase their reactive support.

The system is now in a state of strained operation and after a certain amount of time we can see that the current limiters are gradually deactivated. This could indicate that the system is returning to a less stressed state of operation. However, as the voltages begin to drop in the distribution grid, the LTC operation increases the strain of the system. We can see their effect by noting that the number of active current limits are starting to increase after around 30 s.

In case 2 and 3 the activation of the protective system causes some additional generators to reach their limit between 40–50 s. This follows as the power flows in the system are affected by altering the power exchange on some HVDC interconnections. After 50 s, as the system enters a stable state of operation, the number of active current limiters is reduced.

Now focusing on case 4, we can see how the continuous switching operation of the LTCs keep increasing the number of active current limiters. As the LTC operation increases the stress on the transmission system, the reactive power demand caused by the heavily loaded transmission lines is increased, as was shown in section 2.3.1.

This further adds to the demand and more and more generators are reaching their current limits. Eventually the system cannot cope with the lack of reactive power and the voltage collapses.

4.4.3 Transfer capability with added SVCs

This section aims to determine where an SVC would have the greatest impact if placed using the different indices described in sections 4.2.1 and 4.2.2. These results were further supported by the results in section 4.4.2, which suggested that the origin of the voltage collapse is located close to the indicated buses. Finally, it is time to examine how the addition of SVCs affects the transmission capacity of the SE2-SE3 interface.
To investigate how an SVC affects the interface transfer capability, the PSS\textsuperscript{TM}E model CSSCST described earlier in section 3.3.2 will be used to model the SVC. The control parameters of the model are based on previous work and examples provided by Siemens PTI [17, 38, 43].

In PSS\textsuperscript{TM}E, the steady state gain $K$ is entered as MVAr/p.u., i.e. to achieve a gain of 150 on a ±200 MVAr SVC, $K$ must be set equal to:

$$K = \text{(required gain)} \cdot \text{(SVC rating)} = 150 \cdot 400 = 60000 \quad (4.2)$$

We will investigate two different SVC cases, one with a power rating equal to ±200 MVAr and one rated to ±400 MVAr. The purpose of this is to investigate how the amount of injected reactive power is affecting the interface transfer capability.

Table 4.5 shows the chosen parameter values for our two separate SVC configurations.

<table>
<thead>
<tr>
<th>SVC rating</th>
<th>$K$ [MVAr/p.u.]</th>
<th>$T_1$ [s]</th>
<th>$T_2$ [s]</th>
<th>$T_3$ [s]</th>
<th>$T_4$ [s]</th>
<th>$T_5$ [s]</th>
<th>$V_{OV}$ [p.u.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>±200 MVAr</td>
<td>60000</td>
<td>0</td>
<td>0</td>
<td>2.4</td>
<td>0</td>
<td>0.03</td>
<td>0.5</td>
</tr>
<tr>
<td>±400 MVAr</td>
<td>120000</td>
<td>0</td>
<td>0</td>
<td>4.8</td>
<td>0</td>
<td>0.03</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Let us recap the results from the study of weak system buses in section 4.2 and based on this, select a set of buses to use in the simulations. Table 4.6 lists the candidate buses and their respective $VCPI$ and $Q$-$V$ sensitivity rankings.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>$VCPI$ rank</th>
<th>$Q$-$V$ rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>23</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>29</td>
<td>29</td>
<td>15</td>
</tr>
</tbody>
</table>

As can be seen, the selected buses are a set of buses ranked both high and low by both the $VCPI$ and $Q$-$V$ indices. These buses have been selected to investigate how effective these indices are when deciding where to place an SVC. The indices are evaluated based on how the SVC placement affects the power transfer across the SE2-SE3 interface.

Note that the simulation methodology is the same as in section 4.4.1 where the transfer capability of the uncompensated SE2-SE3 interface was determined. Scaling of the loads and generators is done the same way and the same list of contingencies, presented in table 4.3, is applied. Though, for these simulations, an additional contingency is added to guarantee that the “$N-1$ criteria”\textsuperscript{†} holds. Performing simulations for this contingency is necessary as the addition of the SVC have altered the grid. This new contingency is presented in table 4.7.

To determine the new transfer capacity of the SE2-SE3 interface, a set of simulations

\textsuperscript{†}The $N-1$ criteria states that the system must be able to withstand the loss of any major component without entering an unstable state of operation.
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Table 4.7: Contingency added to guarantee the $N-1$ criteria when an SVC has been added.

<table>
<thead>
<tr>
<th>ID</th>
<th>Contingency type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>SVC fault</td>
<td>SVC short-circuit fault and disconnection</td>
</tr>
</tbody>
</table>

with increasing interface transmission have been performed. These simulations were run for each of the suggested SVC locations and the results from the simulation study are presented in table 4.8.

The results in table 4.8 shows that we would achieve the highest capacity increase by installing the SVC to either bus 13, 17 or 21. Comparing the capacity for bus 2, the increase is 50 MW less for both SVC configurations. For bus 23, on the other hand, the added capacity is 50 MW less only for the ±200 MVar SVC configuration. Bus 6 gives an even lower increase in capacity, only 50 MW for both of the suggested SVC configurations. Finally, bus 29 performs the worst as adding an SVC to this bus would not increase the interface capacity at all.

Comparing the results in table 4.8 with how the buses were ranked by the VCPI and $Q-V$ indices. Notice that the three buses which yielded the highest increase in interface capacity; buses 13, 17 and 21, were ranked as the three weakest buses by the VCPI index.

The $Q-V$ sensitivity index on the other hand, ranked buses 23, 6 and 2 as the three weakest buses. Comparing this ranking to the simulations results in table 4.8 shows that, in our case, the SVC should be placed based on the VCPI index.

Table 4.8: Results from the simulations for the different SVC placements.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>SVC rating [MVar]</th>
<th>Interface transfer [MW]</th>
<th>Added capacity [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>±200</td>
<td>8750</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>±400</td>
<td>8800</td>
<td>150</td>
</tr>
<tr>
<td>6</td>
<td>±200</td>
<td>8700</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>±400</td>
<td>8700</td>
<td>50</td>
</tr>
<tr>
<td>13</td>
<td>±200</td>
<td>8800</td>
<td>150</td>
</tr>
<tr>
<td>13</td>
<td>±400</td>
<td>8900</td>
<td>200</td>
</tr>
<tr>
<td>17</td>
<td>±200</td>
<td>8800</td>
<td>150</td>
</tr>
<tr>
<td>17</td>
<td>±400</td>
<td>8900</td>
<td>200</td>
</tr>
<tr>
<td>21</td>
<td>±200</td>
<td>8800</td>
<td>150</td>
</tr>
<tr>
<td>21</td>
<td>±400</td>
<td>8900</td>
<td>200</td>
</tr>
<tr>
<td>23</td>
<td>±200</td>
<td>8750</td>
<td>100</td>
</tr>
<tr>
<td>23</td>
<td>±400</td>
<td>8900</td>
<td>200</td>
</tr>
<tr>
<td>29</td>
<td>±200</td>
<td>8650</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>±400</td>
<td>8650</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4.8 illustrates the operation of the added SVC for 4 of the buses with the highest increase in interface capacity. The simulated case is the previously unstable transfer case (case 4), presented in section 4.4.1. As we can see, the voltage level now stabilizes thanks to the reactive power injected by the SVC.

Adding another SVC to a weak area of the Swedish national grid have thus successfully increased the SE2-SE3 transfer capacity.
4.4.4 Transfer capability with switched shunt compensation

As we could see in section 4.4.3, adding an additional SVC increases the SE2-SE3 interface capacity with up to 200 MW depending on its location. To investigate the effect of the continuous control of the SVC, this section compares the performance of the SVC with regular switched shunt compensation.

This comparison study is performed on 4 of the buses that resulted the highest increase in interface capacity; buses 13, 17, 21 and 23. The ±200 MVAr SVC simulated in section 4.4.3 is replaced with switched shunts with the same power rating. The simulation methodology is the same as in section 4.4.3 and the same set of contingencies have been used to verify the results. Table 4.9 lists the results from the performed simulations.

Table 4.9: Results from the simulations using switched shunts.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>Shunt rating [MVAr]</th>
<th>Interface transfer [MW]</th>
<th>Added capacity [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>±200</td>
<td>8700</td>
<td>50</td>
</tr>
<tr>
<td>17</td>
<td>±200</td>
<td>8750</td>
<td>100</td>
</tr>
<tr>
<td>21</td>
<td>±200</td>
<td>8750</td>
<td>100</td>
</tr>
<tr>
<td>23</td>
<td>±200</td>
<td>8750</td>
<td>100</td>
</tr>
</tbody>
</table>

The results shown in table 4.9 should be compared to the results from the case where we used an SVC, listed in table 4.8. Depending on the location of the reactive power compensation, the interface capacity is up to 100 MW higher for the SVC compared to a regular shunt installed at the same bus. It appears that the continuous control capability of the SVC enables a higher interface transfer capability.
4.5 Wind power integration and voltage stability

The addition of large wind farms to power grids introduces a set of new challenges regarding voltage stability. Basing the wind power generator on asynchronous machines increases the demand for reactive power as the induction generator consumes reactive power [44]. This additional reactive power demand is usually locally compensated by connecting shunt capacitances at the wind farm connection bus. However, as the reactive power injection by the capacitors is heavily voltage dependent, the injected power will decrease when needed the most as the voltage decreases.

To address these voltage stability challenges, the addition of an SVC close to the wind farm have proven successful [45, 46]. Adding the SVC close to a wind farm can lower the risk of a voltage collapse by supporting the increased demand for reactive power from the induction generator following a fault in the grid [44].

In order to investigate how an SVC would interact with a large (1000 MW) wind farm, a new set of load flow cases have been prepared. The wind farm has been modeled based on both a squirrel cage induction generator and a doubly fed induction generator.

4.5.1 Wind farm modeled as squirrel cage induction generators

To model the wind farm with squirrel cage induction generators, the PSS\textsuperscript{TM}E standard model CIMTR3 is used [38, 47]. See appendix C for the complete list of used parameters values.

The purpose is to examine how the power system reacts when a 1000 MW wind farm is connected to the system via a weak connection bus. Bus 13 was chosen as the connection bus for the wind farm as it was previously identified as the weakest bus, based on the VCPI index in section 4.2.2. The wind farm comprises 11 large induction generators connected to a dummy bus, which is again connected to the high voltage transmission system via a lossless transmission line. A shunt connected 280 MVAr capacitor is added to the wind farm connection bus to compensate for the steady state reactive power demand of the wind turbine generators. The load flow data of the induction generators is listed in appendix C.

As the power system has been greatly modified by adding the large wind farm, the interface transfer limit of SE2-SE3 has to be redetermined. This was done using the same simulation methodology as previously presented in section 4.4.3. Table 4.10 lists the SE2-SE3 interface transfer for three of these prepared load flow cases.

<table>
<thead>
<tr>
<th>Case description</th>
<th>SE2-SE3 transfer [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>6700</td>
</tr>
<tr>
<td>Case 2</td>
<td>6850</td>
</tr>
<tr>
<td>Case 3</td>
<td>6900</td>
</tr>
</tbody>
</table>

To determine the highest stable interface transfer, the contingencies listed in table 4.3 were each applied. Another contingency related to a fault at the wind connection bus was added to ensure the \( N - 1 \) criteria. This contingency is presented in table 4.11.
Table 4.11: Contingency for the $N - 1$ criteria when a wind farm has been connected.

<table>
<thead>
<tr>
<th>ID</th>
<th>Contingency type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>Wind farm fault</td>
<td>Fault at connection bus and disconnection of wind farm.</td>
</tr>
</tbody>
</table>

Figure 4.9 shows the voltage profiles at bus 2 when contingency 14 has been applied to each of the transfer cases. As can be seen, the highest possible interface transfer is determined for case 2 and is equal to 6850 MW. Note that the increase in voltage for case 3 at about 145 s, is again caused by the activation of the emergency protective system mentioned earlier in section 4.1.

Based on these results we can conclude that adding a 1000 MW induction generator based wind farm to SE3 will have a significant impact on the SE2-SE3 transmission capacity. Recalling the original SE2-SE3 capacity of the unaltered power system in section 4.4.1, we note that adding the new wind farm has lowered the capacity by 1800 MW. Adding this new wind farm will thus alter the dynamics of the studied power system.

It is therefore interesting to investigate the cause of the voltage collapse in case 3. The simulated contingency which drives the system to a voltage collapse situation is contingency 14, a faulted transmission line tripped after 100 ms. At the time of the fault this line is heavily loaded and when the line is tripped, a large amount of power must be redistributed to the adjacent lines. This additional power transfer increases the losses and the reactive power consumption of the transmission lines as mentioned earlier in sections 2.1.1 and 2.3.1.

Adding a wind farm based on squirrel cage induction generators will contribute to the increased reactive power demand following certain contingencies. If, e.g. a short-circuit fault occurs close to the wind farm connection, the voltage level at the connection bus will drop rapidly, causing the electrical torque of generators to decrease. If the mechanical torque caused by the force of the wind stays constant, the generator will accelerate causing the generator slip to increase. Operating the generators at this increased slip,
plus the inductive current drawn from the grid in order to build up the magnetic field of
the generators will increase the reactive power consumption of the wind farm after the
fault has been cleared [48].

To visualize how the reactive power demand is affected, the voltage profile and reactive
power exchange for the wind farm is presented in figure 4.10. Note that contingency 14
has been applied in these simulations as well. Here we can clearly see the large demand

![Figure 4.10: Voltage profile and reactive power exchange for the wind farm modeled
as induction generators.](image)

for reactive power after the fault has been cleared at $t = 0.2$ s. In figure 4.10 the reactive
power exchange curve for case 3 shows a demand of more than 600 MVAr for a short
period.

The voltage level then starts to decrease after about 30 s and at the same time the
reactive power consumption of the wind farm increases slightly. If we take a closer look
into the LTC transformer action and current limiters as we did earlier in section 4.4.2.
Figure 4.11 shows the operation of the LTCs and how the number of active limiters are
affected when contingency 14 is applied.

The LTC transformers begin to operate at around 30 s to attempt to restore the
loads. They finish their operation at about 60 s for all the three cases and enters a
stable operating state for case 1 and 2. In case 3 the system also seems to have entered
a stable state, until the LTCs begin to operate around 110 s.

In case 3 in figure 4.10, we can see that the reactive power demand of the wind
farm increases again from around 100 s and this increase in demand continues until
the voltage collapses. Exactly what causes the wind farm to consume the very large
amounts of reactive power leading up to the voltage collapse has not been determined.
In figure 4.11(d), we can also see how the LTC transformers re-initiate their operation
in an attempt to restore the voltage at around 110 s.

Figure 4.11(e) shows how this increase in reactive power demand causes the activation
of additional current limiters. Eventually, the grid cannot cope with this increased
demand and the voltage eventually collapses at around 155 s.

This increased demand of reactive power following the simulated contingency, en-
hanced by the asynchronous nature of the wind farm, is one factor that drives the system
to collapse. It makes sense to install additional reactive power support to help the system cope with this increased demand. In the following section we are going to investigate how adding an SVC affects the stability of the power system.

![Voltage profiles of bus 16 for three different transfer cases.](image1)

(a) Voltage profiles of bus 16 for three different transfer cases.

![LTC operation of three SE3 transformers for transfer case 1.](image2)

(b) LTC operation of three SE3 transformers for transfer case 1.

![LTC operation of three SE3 transformers for transfer case 2.](image3)

(c) LTC operation of three SE3 transformers for transfer case 2.

![LTC operation of three SE3 transformers for transfer case 3.](image4)

(d) LTC operation of three SE3 transformers for transfer case 3.

![Number of active generator current limiters for three different transfer cases.](image5)

(e) Number of active generator current limiters for three different transfer cases.

**Figure 4.11:** Voltage profiles, LTC operation and number of active generator current limiters for three different transfer cases where a large, induction generator based wind farm has been added to the system.
Adding an SVC to increase the interface capacity

To determine the most suitable SVC location, the VCPI index is calculated for the load flow case including the wind farm. In this case, only the VCPI index is considered to reduce the number of simulations.

Figure 4.12 shows a bar chart of the calculation result. A complete list of the calculated VCPI indices is presented in appendix B. Table 4.12 lists the five highest ranked buses based on the VCPI index. Bus 13 is the highest ranked bus for this transfer case and this is also the wind farm connection bus. Bus 13 is therefore chosen for the installation of an SVC. To evaluate how it affects the interface capacity, a ±200 MVar SVC is installed to bus 13.

Table 4.12: The five buses with the highest VCPI index for the case with an added, induction generator modeled, wind farm.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Bus no.</th>
<th>VCPI_Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>13</td>
<td>1.748</td>
</tr>
<tr>
<td>2.</td>
<td>21</td>
<td>1.693</td>
</tr>
<tr>
<td>3.</td>
<td>17</td>
<td>1.691</td>
</tr>
<tr>
<td>4.</td>
<td>16</td>
<td>1.622</td>
</tr>
<tr>
<td>5.</td>
<td>19</td>
<td>1.600</td>
</tr>
</tbody>
</table>

By adding the SVC, the interface transfer capacity is increased to 7850 MW. The capacity is thus increased by 1000 MW, a substantial change compared to the previous results in section 4.4.3.

Comparing SVC and switched shunt compensation

For completeness, it is interesting to compare the results from the SVC installation to the corresponding results from installing regular switched shunt compensation.

The SVC in the previous simulations is replaced by a switched shunt installation with the same power rating, i.e. ±200 MVar. By performing the same set of simulations as before, the highest stable interface transmission with switched shunt compensation was determined to 7350 MW. Table 4.13 lists how the interface capacity is affected by adding either an SVC or switched shunt compensation.

If the SE2-SE3 transmission is increased, a problem with short-time voltage stability is eventually introduced. This instability follows from the simulation of contingency 14 and it causes the system to suffer a voltage collapse within a few seconds.
### Table 4.13: Comparison of SVC and switched shunt compensation.

<table>
<thead>
<tr>
<th>Case</th>
<th>Interface capacity [MW]</th>
<th>Capacity increase [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No compensation</td>
<td>6850</td>
<td>-</td>
</tr>
<tr>
<td>SVC</td>
<td>7850</td>
<td>1000</td>
</tr>
<tr>
<td>Switched shunts</td>
<td>7350</td>
<td>500</td>
</tr>
</tbody>
</table>

This transient problem is shown in figure 4.13, where the SE2-SE3 interface transmission is equal to 7850 MW.

![Voltage profile](image1)

![Reactive power](image2)

**Figure 4.13:** Voltage profiles at bus 2 and reactive power injection at bus 13. Contingency 14 is applied at \( t = 0 \) s and cleared after 100 ms when the faulted line also is disconnected.

Note that the reactive power injected by the SVC is increased as soon as the line is disconnected at \( t = 0.1 \) s. This fast reactive power response is enough to bring the system into a stable state of operation.

In the uncompensated case, this instability presents itself when the interface transfer exceeds 7300 MW. Adding an SVC to the wind farm connection greatly enhances stability by solving the voltage collapse presented in figure 4.10 and it also solves the short-time voltage problem presented in figure 4.13. Using regular switched shunt compensation increases the stability of the system to some extent, but it is not as effective as the SVC.

These simulation results illustrate how the fast response time of the SVC can be used to effectively improve both the long-term and short-time voltage stability of power systems.

### 4.5.2 Wind farm based on doubly fed induction generators (DFIGs)

This section focuses on the investigation of how a wind farm based on doubly fed induction generators (DFIGs) would affect the power system. The wind power generators are modeled using the set of wind power models included in PSS\textsuperscript{TM}E [49].
The wind turbine generator (WTG) model used in this thesis is General Electric (GE) 3.6 MW, 50 Hz. This WTG model comprises a number of models for aerodynamics, the generator, control and protection systems. See appendix C for the complete list of used models and parameters.

In the simulations, the wind farm is modeled by aggregating 278 generators on a dummy bus connected to bus 13 in the high voltage transmission grid through a lossless line. The total power of the wind farm is thus 1000.8 MW.

When initiating the wind generator model in PSS\textsuperscript{TM}, a number of parameters are set to define the operation of the wind farm. The dispatch mode of the wind farm was set to \textit{dispatch directly}, at 98\% of the total power and the control option was set to \textit{power factor control}. By using power factor control, the reactive power exchange between the wind farm and the grid is set to zero. Additionally, a set of protective schemes are added to the modeled wind farm. In these simulations a voltage and a frequency protection scheme are added to the generator bus. All of these parameters are set because they are all required to meet the requirements today.

The simulations follow the same methodology as described for the induction generator based wind farm described earlier in section 4.5.1. Table 4.14 lists the interface transfer for three cases used in the simulations.

\textbf{Table 4.14:} The simulated cases and their level of transfer across SE2-SE3.

<table>
<thead>
<tr>
<th>Case description</th>
<th>SE2-SE3 transfer [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>8150</td>
</tr>
<tr>
<td>Case 2</td>
<td>8350</td>
</tr>
<tr>
<td>Case 3</td>
<td>8400</td>
</tr>
</tbody>
</table>

Figure 4.14 shows the voltage profile of bus 2 when contingency 14 has been applied to each of the cases. Here we can see that the highest stable transfer is determined for case 2 at 8350 MW.

Comparing the SE2-SE3 transfer capacity for the two different wind farm simulations in tables 4.10 and 4.14 we note a 1500 MW higher capacity for the DFIG based wind farm. The DFIG wind farm represents a more modern technology, equipped with the various control and protection systems mentioned earlier. These added control systems leads to a more stable power system compared to the case with the induction generator based wind farm which lacked these systems.

The transfer capacity of the SE2-SE3 interface is therefore higher when basing the wind farm on DFIGs (compared to the previous, induction generator case).

Case 3 is considered unstable as it enters one of the unacceptable operating situations mentioned earlier in section 4.1.1. The voltage of a 400 kV bus (not bus 2 however), is below 0.875 p.u. for 5 s and the simulation is thus terminated.

The jump in voltage level at about 45 s for case 1 in figure 4.14 is again caused by the activation of the emergency protection system. Note that, in these simulations, the wind farm does not increase its reactive power demand as the voltage level is lowered as we saw previously in figure 4.10. The protection and control schemes added to the DFIG based wind farm prevents the behaviors seen for the induction generator based wind farm in section 4.5.1. This indicates that the voltage problem in case 3 is not caused by the wind farm’s reaction to the applied contingency.
Adding an SVC to increase the interface capacity

This section investigates how the interface capacity could be increased by installing an additional SVC. The methodology for this study is the same as described before in section 4.5.1. Figure 4.15 presents the VCPI indices for the studied buses when a DFIG based wind farm has been added to the grid. Calculations of the VCPI indices are based on the transfer case “VCPIQ GEWIND” listed in appendix A.

Figure 4.15: VCPI indices for the studied buses where a DFIG based wind farm has been added to the grid.

Table 4.15 lists the 5 buses with the highest VCPI value. The complete list is presented in appendix B. Bus 13 is used as the candidate bus for an additional SVC installation as it is the highest ranked bus.

Adding a ±200 MVAR SVC to bus 13 increases the interface transfer capacity to 8450 MW. Comparing to the highest stable case without additional compensation (Case 2) we can conclude that adding an SVC to bus 13 increases the SE2-SE3 capacity by 100 MW.
Table 4.15: The five buses with the highest $VCPI$ index for the case with an added, DFIG modeled, wind farm.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Bus no.</th>
<th>$VCPI_Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>13</td>
<td>2.616</td>
</tr>
<tr>
<td>2.</td>
<td>21</td>
<td>2.564</td>
</tr>
<tr>
<td>3.</td>
<td>17</td>
<td>2.552</td>
</tr>
<tr>
<td>4.</td>
<td>28</td>
<td>2.426</td>
</tr>
<tr>
<td>5.</td>
<td>19</td>
<td>2.423</td>
</tr>
</tbody>
</table>

The addition of an SVC to the connection bus of a DFIG based wind farm has only a rather small impact on the transfer capacity of the SE2-SE3 interface. This result is not very surprising as the reactive power demand of the wind farm is close to zero after the oscillations in figure 4.14 have ended.

Comparing these results to those from the simulations of the induction generator based wind farm in figure 4.10, we can see how the reactive power demand of that wind farm is gradually increased when the voltage level is decreased. This is why the SVC has a much greater impact for the induction generator based wind farm.

Comparing SVC and switched shunt compensation

To complete the study of the DFIG based wind farm, simulations are performed for the case where the SVC is replaced by switched shunt compensation. The switched shunt has the same rating as the SVC, i.e. $\pm 200$ MVar.

The same set of simulations has been performed as with the SVC earlier and the highest interface capacity using the switched shunt was determined to 8450 MW, i.e. the same as in the SVC compensated case. An increase in interface capacity equal to 100 MW. Table 4.16 presents a summary of the results from these simulations.

Table 4.16: Comparison of SVC and switched shunt compensation for the DFIG based wind farm.

<table>
<thead>
<tr>
<th>Case</th>
<th>Interface capacity [MW]</th>
<th>Capacity increase [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No compensation</td>
<td>8350</td>
<td>-</td>
</tr>
<tr>
<td>SVC</td>
<td>8450</td>
<td>100</td>
</tr>
<tr>
<td>Switched shunt</td>
<td>8450</td>
<td>100</td>
</tr>
</tbody>
</table>

Compare this increase in interface capacity to the case without any additional reactive power support listed in table 4.14. It can be seen that adding either an SVC or a switched shunt to the bus connecting a DFIG based wind farm will not yield the same effect as we saw earlier in the case with the induction generator based wind farm.

Based on these results we can conclude that in this case, adding an SVC to the connection bus of a DFIG based wind farm will not be more useful than a regular switched shunt.
4.6 Study of the socio-economic benefits

This section presents an electricity market study, performed to evaluate the socio-economic benefits, or rather the electricity market benefits, associated with increasing the transfer capacity of the SE2-SE3 interface. The study is performed by using version 2.4 of the electricity market model “Better Investment Decisions (BID)”, developed by Pöyry.

The BID model is an electricity market model that covers the Nordic region, Netherlands, Belgium, UK, France, Germany, Poland, Switzerland, Austria and the Baltic countries [50]. It assumes perfect competition and models both thermal and hydro power plants. Note that BID is only able to model the electricity market and does not support calculations coupled with power system calculations such as load-flow.

In this thesis, the electricity market model used for our calculations is an estimate of the market as of 2015. This is the model which corresponds most accurately to the 2007 Nordic power grid used in previous simulations. Note that this is the oldest market model used at Svenska Kraftnät at the time this was written.

To evaluate how the increased transfer capacity of the SE2-SE3 interface would benefit the electricity market of the modeled countries mentioned above, three different cases are prepared. These cases are modeled with different NTC values of the SE2-SE3 interface based on the results presented in section 4.4.3. The SE2-SE3 NTC is thus increased by 100, 150 and 200 MW respectively.

In this study, the market simulations are based on three different scenarios to represent the yearly variations in water level. The three scenarios are:

- Normal year - based on hydro data from 1998
- Dry year - based on hydro data from 1996
- Wet year - based on hydro data from 2000

where all three scenarios share the same wind data from 2009.

Table 4.17 presents the simulation results for the different scenarios and the different interface increases.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>-1.5</td>
<td>-1.3</td>
<td>-0.4</td>
</tr>
<tr>
<td>150</td>
<td>-0.9</td>
<td>-1.9</td>
<td>-3.2</td>
</tr>
<tr>
<td>200</td>
<td>0.1</td>
<td>-2.4</td>
<td>9.6</td>
</tr>
</tbody>
</table>

The market simulations performed in this section are only based on electricity prices throughout the European market. As we study the impact on the system by increasing the transfer capacity of the SE2-SE3 interface, we are thus interested in how this increase would affect the electricity prices. In order to achieve a large market benefit, the electricity prices would have to be lowered by allowing more, cheap hydro power to be transferred south from northern Scandinavia.

The results from this study of the modeled European electricity market indicates that increasing the capacity of the SE2-SE3 interface, by up to 200 MW, does not yield much market benefit. As we can see in figure 4.16, the increased yearly market benefit
of the simulated cases are quite small. These results are actually small enough to be within the uncertainties of the calculations [51].

Installing an additional $\pm 200$ MVAr SVC would cost close to 15.5 M€, whilst an additional 200 MVAr switched shunt capacitor would cost around 1.4 M€. The cost of installing any of these components would have to be motivated by other system benefits rather than electricity market benefits.
Chapter 5

Conclusions and future work

In this final chapter of the thesis we discuss the results from the performed simulation study. We also discuss and suggest further work within this area.

5.1 Conclusions

This thesis has examined the concept of voltage stability and methods used to evaluate and extend the stability limits of a power system. The work has been focused on SVCs and how they could be used to stabilize the power system to avert a voltage collapse situation.

Sensitivity indices have been presented and evaluated to identify areas in the Swedish power system which are prone to suffer a voltage collapse under certain stressed conditions. It has been determined that the implementation of additional reactive power compensation in these weaker areas of the grid could increase power transfer capability of the SE2-SE3 interface.

Simulations of the 2007 Nordic power system showed that both the VCPI and the $Q-V$ sensitivity index identified the same area in SE3 as weak and prone to suffer a voltage collapse. However, when adding an SVC to the buses ranked as weakest by the two indices, the VCPI gave the slightly better results.

The $Q-V$ sensitivity index did not rank the weak buses in the same order as the VCPI and this could have been caused by having to perform the $Q-V$ simulations with locked transformer taps. This surely affected the simulation results, but both indices still pointed to the same weak area of the grid. Based on these results we conclude that in this case, the $Q-V$ sensitivity index is more suited for preliminary studies. To yield more accurate results however, additional simulations are needed to verify which buses that are the weakest. This thesis has shown that the VCPI can be a useful tool for these additional studies.

Table 5.1 lists the best results from the simulation study based on the Nordic power system as it existed in 2007. Installing an additional SVC to the studied power system

<table>
<thead>
<tr>
<th>Type of compensation</th>
<th>Rating [MVar]</th>
<th>Interface increase [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVC</td>
<td>±200</td>
<td>150</td>
</tr>
<tr>
<td>SVC</td>
<td>±400</td>
<td>200</td>
</tr>
<tr>
<td>Switched shunts</td>
<td>±200</td>
<td>100</td>
</tr>
</tbody>
</table>
could increase the interface capacity up to 200 MW. It is interesting to compare the increase in transmission capacity achieved by regular switched shunt compensation rated the same as one of the studied SVCs. In this case it was shown that the SVC provided an additional increase in capacity equal to 50 MW.

When a large, induction generator based wind farm was added to a weak area of the power system, the benefits of installing an SVC became much more pronounced. In this simulated case, the interface transfer was limited by the introduction of a transient problem. By installing an SVC to the wind farm connection bus it was possible to increase the interface capacity by 1000 MW. Using regular switched shunt compensation with an equal power rating did only enable a capacity increase equal to 500 MW.

Simulations were also performed with an added DFIG based wind farm of the same size as the induction generator based farm. In this case we could not see the same benefit from adding additional compensation to the wind farm connection. Adding a $\pm 200$ MVAr SVC at the wind farm connection bus would increase the interface capacity by 100 MW. We could also see the same capacity increase if switched shunts were used instead of the SVC.

Table 5.2 lists the results from the simulation study with the added wind farms, where the CIMTR3 model was used for the induction generator based wind farm.

<table>
<thead>
<tr>
<th>Compensation type</th>
<th>Wind farm model</th>
<th>Rating [MVAr]</th>
<th>Interface increase [MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVC</td>
<td>CIMTR3</td>
<td>$\pm 200$</td>
<td>1000</td>
</tr>
<tr>
<td>Switched shunt</td>
<td>CIMTR3</td>
<td>$\pm 200$</td>
<td>500</td>
</tr>
<tr>
<td>SVC</td>
<td>DFIG</td>
<td>$\pm 200$</td>
<td>100</td>
</tr>
<tr>
<td>Switched shunt</td>
<td>DFIG</td>
<td>$\pm 200$</td>
<td>100</td>
</tr>
</tbody>
</table>

Based on the simulation study performed in this thesis, it can be concluded that additional SVCs can increase the interface capacity substantially. We could see the greatest impact when an SVC was installed at the connection of an induction generator based wind farm in a weak area of the grid. In this case, with a transient problem as the limiting factor, the SVC clearly outperformed the regular shunt compensation.

However, SVCs are not to be considered a general solution for increasing transfer capacity. This thesis has shown that if an SVC was installed to the 2007 Nordic power system, it would only give a 50 MW capacity increase compared to the much cheaper regular switched shunt capacitor. Additionally, in the case with a DFIG based wind farm in a weak area, the SVC and switched shunt compensation performed equally. Both devices enabled an interface increase of 100 MW.

These results suggest that certain power systems could benefit a lot from additional SVCs. Grids limited by transient problems, weaker grids (e.g. grids with a pronounced radial structure [52,53]) or power grids with a large wind power penetration are examples of power systems where an SVC could prove very useful.

Finally, a last conclusion may be drawn. An SVC can be a very effective device for voltage control and can be used to improve the power transfer across congested interfaces. However, thorough studies are needed to determine the actual benefit of this rather expensive device as some grids may receive equal benefits by using regular switched shunt compensation.
5.2 Future work

This thesis has only focused on how an SVC could improve the transfer capacity of interface SE2-SE3. However, the FACTS family of devices comprises additional interesting power electronic based components.

In future studies it would be interesting to investigate how the interface capacity would be affected by either of these FACTS components:

- Static synchronous compensator (STATCOM)
- Thyristor controls series capacitor (TCSC)
- United power flow controller (UPFC)

This should not pose a very big challenge as PSS\textsuperscript{TM}E already includes built-in models for each of these components.

It would also be interesting to investigate how the placement strategies could be based on alternative techniques such as:

- Optimal power flow (OPF)
- Eigenvalue based techniques

As PSS\textsuperscript{TM}E can handle these methods by installing extra toolboxes, it is quite possible to investigate these methods.

This thesis has been based on the Nordic power grid as it existed in 2007. Future simulations should be performed on a more recent power system model to evaluate how the proposed methods would apply.
Appendix A

Transfer data

Table A.1: Detailed transfer data for the different cases, all transfer data presented in MW.

<table>
<thead>
<tr>
<th>Area</th>
<th>Base case</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE1–NO4</td>
<td>131</td>
<td>-243</td>
<td>-243</td>
<td>-243</td>
<td>-263</td>
</tr>
<tr>
<td>SE1–FI</td>
<td>560</td>
<td>506</td>
<td>506</td>
<td>506</td>
<td>504</td>
</tr>
<tr>
<td>SE1–SE2</td>
<td>1711</td>
<td>2678</td>
<td>2726</td>
<td>2725</td>
<td>2794</td>
</tr>
<tr>
<td>SE2–NO4</td>
<td>2</td>
<td>-149</td>
<td>-152</td>
<td>-152</td>
<td>-162</td>
</tr>
<tr>
<td>SE2–NO3</td>
<td>241</td>
<td>-120</td>
<td>-132</td>
<td>-132</td>
<td>-170</td>
</tr>
<tr>
<td>SE2–SE3</td>
<td>5728</td>
<td>8514</td>
<td>8616</td>
<td>8662</td>
<td>8717</td>
</tr>
<tr>
<td>SE3–NO1</td>
<td>-375</td>
<td>-697</td>
<td>-709</td>
<td>-711</td>
<td>-740</td>
</tr>
<tr>
<td>SE3–FI</td>
<td>-536</td>
<td>-536</td>
<td>-536</td>
<td>-536</td>
<td>-536</td>
</tr>
<tr>
<td>SE3–DK</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SE3–SE4</td>
<td>2681</td>
<td>2732</td>
<td>2730</td>
<td>2731</td>
<td>2732</td>
</tr>
<tr>
<td>SE4–DK2</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>SE4–PL</td>
<td>-200</td>
<td>-200</td>
<td>-200</td>
<td>-200</td>
<td>-200</td>
</tr>
<tr>
<td>SE4–DE</td>
<td>-400</td>
<td>-400</td>
<td>-400</td>
<td>-400</td>
<td>-400</td>
</tr>
</tbody>
</table>
**Table A.2:** Detailed transfer data for the different cases with added wind farm, all transfer data presented in MW.

<table>
<thead>
<tr>
<th>Area</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE1–NO4</td>
<td>22</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>SE1–FI</td>
<td>521</td>
<td>522</td>
<td>521</td>
</tr>
<tr>
<td>SE1–SE2</td>
<td>2310</td>
<td>2309</td>
<td>2310</td>
</tr>
<tr>
<td>SE2–NO4</td>
<td>-25</td>
<td>-23</td>
<td>-21</td>
</tr>
<tr>
<td>SE2–NO3</td>
<td>214</td>
<td>216</td>
<td>217</td>
</tr>
<tr>
<td>SE2–SE3</td>
<td>6701</td>
<td>6854</td>
<td>6907</td>
</tr>
<tr>
<td>SE3–NO1</td>
<td>-437</td>
<td>-442</td>
<td>-444</td>
</tr>
<tr>
<td>SE3–FI</td>
<td>-536</td>
<td>-536</td>
<td>-536</td>
</tr>
<tr>
<td>SE3–DK</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SE3–SE4</td>
<td>2712</td>
<td>2715</td>
<td>2716</td>
</tr>
<tr>
<td>SE4–DK2</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>SE4–PL</td>
<td>-200</td>
<td>-200</td>
<td>-200</td>
</tr>
<tr>
<td>SE4–DE</td>
<td>-400</td>
<td>-400</td>
<td>-400</td>
</tr>
</tbody>
</table>

**Table A.3:** Detailed transfer data for the different cases used to calculate the $V_{CPI}$ indices.

<table>
<thead>
<tr>
<th>Area</th>
<th>$V_{CPIQ}$</th>
<th>$V_{CPIQ}$</th>
<th>$V_{CPIQ}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CIMTR3</td>
<td>GEWIND</td>
<td></td>
</tr>
<tr>
<td>SE1–NO4</td>
<td>-271</td>
<td>24</td>
<td>-152</td>
</tr>
<tr>
<td>SE1–FI</td>
<td>503</td>
<td>522</td>
<td>514</td>
</tr>
<tr>
<td>SE1–SE2</td>
<td>2804</td>
<td>2309</td>
<td>2684</td>
</tr>
<tr>
<td>SE2–NO4</td>
<td>-164</td>
<td>-23</td>
<td>-123</td>
</tr>
<tr>
<td>SE2–NO3</td>
<td>-173</td>
<td>216</td>
<td>-46</td>
</tr>
<tr>
<td>SE2–SE3</td>
<td>8597</td>
<td><strong>6853</strong></td>
<td><strong>8263</strong></td>
</tr>
<tr>
<td>SE3–NO1</td>
<td>-735</td>
<td>-441</td>
<td>-660</td>
</tr>
<tr>
<td>SE3–FI</td>
<td>-536</td>
<td>-536</td>
<td>-536</td>
</tr>
<tr>
<td>SE3–DK</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SE3–SE4</td>
<td>2730</td>
<td>2714</td>
<td>2740</td>
</tr>
<tr>
<td>SE4–DK2</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>SE4–PL</td>
<td>-200</td>
<td>-200</td>
<td>-200</td>
</tr>
<tr>
<td>SE4–DE</td>
<td>-400</td>
<td>-400</td>
<td>-400</td>
</tr>
</tbody>
</table>
Appendix B

List of calculated indices

B.1 $Q$-$V$ sensitivity

Table B.1: $Q$-$V$ sensitivities for the investigated buses.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>Area</th>
<th>Slope [MVAR/p.u. voltage]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>4 474</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>15 182</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4 101</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>Slack bus</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>5 738</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>18 549</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>5 298</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>14 230</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>6 691</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>7 010</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>7 725</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>4 771</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>9 101</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>8 285</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>7 587</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>13 565</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>14 884</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>8 667</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>18 864</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>15 576</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>13 344</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>5 333</td>
</tr>
<tr>
<td>23</td>
<td>3</td>
<td>19 664</td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>4 742</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>8 402</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>11 204</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>5 170</td>
</tr>
<tr>
<td>28</td>
<td>3</td>
<td>9 054</td>
</tr>
<tr>
<td>29</td>
<td>3</td>
<td>9 870</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>12 488</td>
</tr>
<tr>
<td>31</td>
<td>3</td>
<td>11 617</td>
</tr>
<tr>
<td>32</td>
<td>3</td>
<td>10 807</td>
</tr>
<tr>
<td>33</td>
<td>3</td>
<td>——</td>
</tr>
</tbody>
</table>
### B.2 VCPI index

Table B.2: \( VCPI_Q \) list for the investigated buses.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>Area</th>
<th>VCPI&lt;sub&gt;Q&lt;/sub&gt; CIMTR3</th>
<th>VCPI&lt;sub&gt;Q&lt;/sub&gt; GEWIND</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1.937</td>
<td>1.408</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.737</td>
<td>1.295</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1.499</td>
<td>1.163</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1.908</td>
<td>1.264</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1.337</td>
<td>1.000</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2.024</td>
<td>1.356</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>1.495</td>
<td>1.001</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>1.932</td>
<td>1.381</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>2.302</td>
<td>1.402</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>2.017</td>
<td>1.447</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>1.893</td>
<td>1.177</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>2.429</td>
<td>1.748</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>1.649</td>
<td>1.349</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>1.678</td>
<td>1.300</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>2.268</td>
<td>1.622</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>2.410</td>
<td>1.691</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>2.251</td>
<td>1.427</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>2.376</td>
<td>1.600</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>2.189</td>
<td>1.553</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>2.420</td>
<td>1.693</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>2.172</td>
<td>1.360</td>
</tr>
<tr>
<td>23</td>
<td>3</td>
<td>2.220</td>
<td>1.581</td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>1.922</td>
<td>1.426</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>2.078</td>
<td>1.453</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>2.200</td>
<td>1.518</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>2.056</td>
<td>1.561</td>
</tr>
<tr>
<td>28</td>
<td>3</td>
<td>2.325</td>
<td>1.582</td>
</tr>
<tr>
<td>29</td>
<td>3</td>
<td>1.512</td>
<td>1.339</td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>1.823</td>
<td>1.437</td>
</tr>
<tr>
<td>31</td>
<td>3</td>
<td>1.813</td>
<td>1.448</td>
</tr>
<tr>
<td>32</td>
<td>3</td>
<td>1.671</td>
<td>1.420</td>
</tr>
<tr>
<td>33</td>
<td>3</td>
<td>2.019</td>
<td>1.490</td>
</tr>
</tbody>
</table>
Appendix C

Wind model parameters

C.1 CIMTR3

Table C.1: Static load flow representation of the induction generator used to model the induction generator based wind farm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active power, $P$</td>
<td>0.0 MW</td>
<td>90.18 MW</td>
</tr>
<tr>
<td>Reactive power, $Q$</td>
<td>-24.55 MVAr</td>
<td>-24.55 MVAr</td>
</tr>
</tbody>
</table>

Table C.2: List of the parameters used in the dynamic model CIMTR3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T'$</td>
<td>0.6904</td>
<td>(sec)</td>
</tr>
<tr>
<td>$T''$</td>
<td>0.0</td>
<td>(sec)</td>
</tr>
<tr>
<td>$H$</td>
<td>4.0</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$X$</td>
<td>3.7959</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$X'$</td>
<td>0.1921</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$X''$</td>
<td>0.0</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$X_1$</td>
<td>0.0745</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$E_1$</td>
<td>1.0</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$S(E_1)$</td>
<td>0.2093</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$E_2$</td>
<td>1.1</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>$S(E_2)$</td>
<td>0.4694</td>
<td>(p.u.)</td>
</tr>
<tr>
<td>Switch</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>SYN-POW</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>
### C.2 GE 3.6 MW, 50 Hz

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>PFAFLG</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>VARFLG</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$T_{fv}$</td>
<td>0.15</td>
<td>s</td>
</tr>
<tr>
<td>$K_{pv}$</td>
<td>18.0</td>
<td>p.u.</td>
</tr>
<tr>
<td>$K_{iv}$</td>
<td>5</td>
<td>p.u.</td>
</tr>
<tr>
<td>$R_c$</td>
<td>0</td>
<td>p.u.</td>
</tr>
<tr>
<td>$X_c$</td>
<td>0</td>
<td>p.u.</td>
</tr>
<tr>
<td>$T_{fp}$</td>
<td>0.05</td>
<td>s</td>
</tr>
<tr>
<td>$K_{pp}$</td>
<td>3</td>
<td>p.u.</td>
</tr>
<tr>
<td>$K_{ip}$</td>
<td>0.6</td>
<td>p.u.</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>1.12</td>
<td>p.u.</td>
</tr>
<tr>
<td>$P_{min}$</td>
<td>0.1</td>
<td>p.u.</td>
</tr>
<tr>
<td>$Q_{max}$</td>
<td>0.52</td>
<td>p.u.</td>
</tr>
<tr>
<td>$Q_{min}$</td>
<td>-0.39</td>
<td>p.u.</td>
</tr>
<tr>
<td>$IP_{max}$</td>
<td>1.11</td>
<td>p.u.</td>
</tr>
<tr>
<td>$T_{rv}$</td>
<td>0.05</td>
<td>s</td>
</tr>
<tr>
<td>RPMX</td>
<td>0.45</td>
<td>p.u.</td>
</tr>
<tr>
<td>RPMN</td>
<td>-0.45</td>
<td>p.u.</td>
</tr>
<tr>
<td>$T_{power}$</td>
<td>5</td>
<td>s</td>
</tr>
<tr>
<td>$K_{Qi}$</td>
<td>0.5</td>
<td>Volt/MVAR gain</td>
</tr>
<tr>
<td>$V_{min}$</td>
<td>0.9</td>
<td>p.u.</td>
</tr>
<tr>
<td>$V_{max}$</td>
<td>1.1</td>
<td>p.u.</td>
</tr>
<tr>
<td>$KV_i$</td>
<td>40</td>
<td>p.u.</td>
</tr>
<tr>
<td>$XI_{Qmin}$</td>
<td>-0.5</td>
<td>p.u.</td>
</tr>
<tr>
<td>$XI_{Qmax}$</td>
<td>0.4</td>
<td>p.u.</td>
</tr>
<tr>
<td>$T_V$</td>
<td>0.05</td>
<td>s</td>
</tr>
<tr>
<td>$T_P$</td>
<td>0.05</td>
<td>s</td>
</tr>
<tr>
<td>$F_n$</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

### Table C.4: Model: GEAERA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{max}$</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{min}$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>PITCH$_{max}$</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>PITCH$_{min}$</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>$T_a$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.225</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Radius</td>
<td>52</td>
<td>m</td>
</tr>
<tr>
<td>GB$_{ratio}$</td>
<td>117.5</td>
<td></td>
</tr>
<tr>
<td>Synchr</td>
<td>1500</td>
<td>rpm</td>
</tr>
<tr>
<td>Power_Rate</td>
<td>3600</td>
<td>kW</td>
</tr>
<tr>
<td>MBASE1</td>
<td>4.0</td>
<td>MVA</td>
</tr>
</tbody>
</table>
## Table C.5: Turbine data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base voltage</td>
<td>3.3</td>
<td>kV</td>
</tr>
<tr>
<td>WTG MBASE</td>
<td>4.0</td>
<td>MVA</td>
</tr>
<tr>
<td>Transformer MBASE</td>
<td>4.0</td>
<td>MVA</td>
</tr>
<tr>
<td>Transformer R</td>
<td>0</td>
<td>p.u.</td>
</tr>
<tr>
<td>Transformer X</td>
<td>0.07</td>
<td>p.u.</td>
</tr>
<tr>
<td>GTAP</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>( P_{\text{max}} )</td>
<td>3.6</td>
<td>MW</td>
</tr>
<tr>
<td>( P_{\text{min}} )</td>
<td>0.5</td>
<td>MW</td>
</tr>
<tr>
<td>( X_{eq} )</td>
<td>0.8</td>
<td>p.u.</td>
</tr>
<tr>
<td>( L_A )</td>
<td>0.17</td>
<td>p.u.</td>
</tr>
<tr>
<td>( L_M )</td>
<td>2.66</td>
<td>p.u.</td>
</tr>
<tr>
<td>( R_1 )</td>
<td>0.0047</td>
<td>p.u.</td>
</tr>
<tr>
<td>( L_1 )</td>
<td>0.1</td>
<td>p.u.</td>
</tr>
<tr>
<td>Inertia</td>
<td>1.277</td>
<td></td>
</tr>
<tr>
<td>Damping</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( Q_{\text{max}} )</td>
<td>2.0</td>
<td>MVAr</td>
</tr>
<tr>
<td>( Q_{\text{min}} )</td>
<td>-1.55</td>
<td>MVAr</td>
</tr>
</tbody>
</table>

## Table C.6: Model: GEDFA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( TI_{pcmd} )</td>
<td>0.02</td>
<td>s</td>
</tr>
<tr>
<td>( TE_{pcmd} )</td>
<td>0.02</td>
<td>s</td>
</tr>
<tr>
<td>( K_{PLL} )</td>
<td>30</td>
<td>p.u.</td>
</tr>
<tr>
<td>PLL(_{max})</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>PLL(_{min})</td>
<td>-0.1</td>
<td></td>
</tr>
</tbody>
</table>

## Table C.7: Model: WGUSTA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1_g )</td>
<td>9999</td>
<td>s</td>
</tr>
<tr>
<td>( T_g )</td>
<td>5</td>
<td>s</td>
</tr>
<tr>
<td>MAXG</td>
<td>30</td>
<td>m/s</td>
</tr>
<tr>
<td>( T_1_r )</td>
<td>9999</td>
<td>s</td>
</tr>
<tr>
<td>( T_2_r )</td>
<td>9999</td>
<td>s</td>
</tr>
<tr>
<td>MAXR</td>
<td>30</td>
<td>m/s</td>
</tr>
</tbody>
</table>
Table C.8: Model: W2MSFA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>D12</td>
<td>2.1</td>
<td>p.u.</td>
</tr>
<tr>
<td>K12</td>
<td>3.56</td>
<td>p.u.</td>
</tr>
<tr>
<td>Ta1</td>
<td>6.79</td>
<td>s</td>
</tr>
<tr>
<td>POL</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>R_q</td>
<td>117.5</td>
<td></td>
</tr>
</tbody>
</table>

Table C.9: Model: GEPCHA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_p</td>
<td>0.3</td>
<td>s</td>
</tr>
<tr>
<td>K_ypt</td>
<td>150</td>
<td>p.u.</td>
</tr>
<tr>
<td>K_ipt</td>
<td>25</td>
<td>p.u.</td>
</tr>
<tr>
<td>K_pc</td>
<td>3.33</td>
<td>p.u.</td>
</tr>
<tr>
<td>K_ic</td>
<td>33.3</td>
<td>p.u.</td>
</tr>
<tr>
<td>(\theta_{\text{min}})</td>
<td>-4</td>
<td>degrees</td>
</tr>
<tr>
<td>(\theta_{\text{max}})</td>
<td>27</td>
<td>degrees</td>
</tr>
<tr>
<td>(d\theta/dt_{\text{min}})</td>
<td>-10</td>
<td>degrees/s</td>
</tr>
<tr>
<td>(d\theta/dt_{\text{max}})</td>
<td>10</td>
<td>degrees/s</td>
</tr>
<tr>
<td>P_ref</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

Table C.10: Voltage and frequency protection parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>V_{low}(1)</td>
<td>0.15</td>
<td>p.u.</td>
</tr>
<tr>
<td>V_{low}(2)</td>
<td>0.50</td>
<td>p.u.</td>
</tr>
<tr>
<td>V_{low}(3)</td>
<td>0.90</td>
<td>p.u.</td>
</tr>
<tr>
<td>V_{ap}(1)</td>
<td>1.10</td>
<td>p.u.</td>
</tr>
<tr>
<td>V_{ap}(2)</td>
<td>1.15</td>
<td>p.u.</td>
</tr>
<tr>
<td>V_{ap}(3)</td>
<td>1.30</td>
<td>p.u.</td>
</tr>
<tr>
<td>V_{pickup time}(1)</td>
<td>0.01</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(2)</td>
<td>1.3</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(3)</td>
<td>3.0</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(4)</td>
<td>3.0</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(5)</td>
<td>1.3</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(6)</td>
<td>0.01</td>
<td>s</td>
</tr>
<tr>
<td>V_{breaker time}</td>
<td>0.08</td>
<td>s</td>
</tr>
<tr>
<td>F_{low}(1)</td>
<td>47.0</td>
<td>Hz</td>
</tr>
<tr>
<td>F_{low}(2)</td>
<td>47.5</td>
<td>Hz</td>
</tr>
<tr>
<td>F_{up}(1)</td>
<td>51.25</td>
<td>Hz</td>
</tr>
<tr>
<td>F_{up}(2)</td>
<td>52.0</td>
<td>Hz</td>
</tr>
<tr>
<td>V_{pickup time}(1)</td>
<td>0.02</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(2)</td>
<td>10.0</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(3)</td>
<td>30.0</td>
<td>s</td>
</tr>
<tr>
<td>V_{pickup time}(4)</td>
<td>0.02</td>
<td>s</td>
</tr>
<tr>
<td>V_{breaker time}</td>
<td>0.08</td>
<td>s</td>
</tr>
</tbody>
</table>
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